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Background: Numerous neural network–based speech tasks are deployed on servers.
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Challenge: Current cloud-edge systems struggle to handle large audio streams in real time.



Solution: Audio Compression,  Traditional Compress Methods ( MP3, FLAC, …).
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Traditional compression methods make it impossible to accurately 
restore audio at low bitrates, affecting the accuracy of audio tasks.



Intuition: Most DNN models for audio tasks extract Mel features at first.
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Therefore, is it feasible to directly compress 
Mel features to achieve lower bitrates?



Our Solution: Mel Feature Compression.
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Our Compression Method: SVD Decomposition.

Mel Features 𝑀 ∈ 𝑅80×𝑇

Transmission 
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𝑈new ∈ 𝑅80×𝑘𝑛𝑒𝑤 𝑑𝑖𝑎𝑔 𝑆𝑛𝑒𝑤

𝑆𝑛𝑒𝑤 ∈ 𝑅𝑘𝑛𝑒𝑤

𝑉new ∈ 𝑅𝑘𝑛𝑒𝑤×𝑇

𝑘𝑛𝑒𝑤 = 𝑘 ∙ γ

γ is compression 
rate

𝑀𝑛𝑒𝑤 = Unew ⋅ 𝑑𝑖𝑎𝑔 𝑆𝑛𝑒𝑤 ⋅ 𝑉𝑛𝑒𝑤 , 𝑀𝑛𝑒𝑤 ∈ 𝑅80×𝑇

 

Decompressed Mel Features 

Inversed SVD

Reduced SVD

𝑈 ∈ 𝑅80×𝑘 𝑑𝑖𝑎𝑔 𝑆
𝑆 ∈ 𝑅𝑘

𝑉 ∈ 𝑅𝑘×𝑇

𝑘 = min(80, 𝑇)



Evaluation: Speech Recognition.

In the Whisper mode, WER inversely 
correlates with compression rates across 
the two datasets.
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ASR Model： Whisper



SER Model: Multimodal fusion network.

New speech emotion recognition model Co-attention Architecture



Evaluation: Speech emotion recognition and system overhead.

F1 Score on IEMOCAP of our model and other emotion recognition model

Accuracy on IEMOCAP of our model and other emotion recognition model

On-device transmission time and energy consumption for over 20,000 speech files



Thanks for Listening!

Any questions, you can contact: 

Dian Ding,

dingdian94@sjtu.edu.cn
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