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Abstract—Optical camera communication (OCC) has attracted
increasing attention recently thanks to the wide usage of LED
and high-resolution cameras. The lens-image sensor structure
enables the camera distinguish light from various source, which
is ideal for spatial MIMO. Hence, OCC can be applied to
several emerging application scenarios, such as vehicle and drone
communications. However, distance is a major bottleneck for
OCC system, because the increase in distance makes it difficult
for the camera to distinguish adjacent LED, which we call LED
spatial mixing.

In this paper, we propose a novel hierarchical coding scheme
name as ONIONCODE to support dynamic range of channel
capacity in one-to-many OCC scenario. ONIONCODE adopts
a multi-priority receiving scheme, i.e., the receivers can dy-
namically discard the low-priority bit stream according to the
measured channel capacity. ONIONCODE achieves this based
on a key insight that, the luminance level of a mix-LED is
distinguishable. We prototype an LED-based OCC system to
evaluate the efficacy of ONIONCODE and the results show that
ONIONCODE achieves a higher conding efficiency and overall
throughput compared with the existing hierarchical coding.

Index Terms—optical camera communications; hierarchical cod-
ing; one-to-many transmission;

I. INTRODUCTION

Scarce and congested spectrum has become a major bottle-
neck in traditional RF communications. Visible light commu-
nication (VLC) has become a promising complement thanks
to the widely deployed LED infrastructure and abundant
spectrum resources. Compared with the photodiode (PD)-
based VLC systems, optical camera communications (OCC)
[1] utilize the off-the-shelf image sensors as the receiver,
which are commonly used in smartphones, digital cameras,
vehicle/drone-mounted cameras, etc. The most attractive fea-
ture of the OCC system is the spatial MIMO. Specifically, an
image sensor can be viewed as a two-dimensional PD array
and the lens can separate different light sources spatially on
the two-dimensional plane of the sensor. Thanks to the high
resolution image sensor and light-source-separating lens, OCC
system can provide high SNR by discarding the pixels associ-
ated with ambient noise which can be achieved by computer
vision techniques. In summary, the lens-image sensor structure
is able to establish parallel and high quality channels between
the transmitter and receiver.
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(a) Concept of one-to-many transmission and LED spatial mixing.

(b) Concept of multi-priority receiving.

Fig. 1. ONIONCODE: (a) Multiple receivers at various distance can receive
the bits transmitted by the transmitter simultaneously and the receiver cannot
distinguish the luminance of each LED due to spatial mixing; (b) The receiver
selectively discards low-priority bit stream according to the mixing status.

Hence, there is growing interest in OCC applications and
many works have been proposed in scenarios such as visible
light positioning (VLP) [2]–[4], screen-camera communica-
tion [5]–[10], V2V/V2I (V2X) communication [11]–[15], and
drone-camera communication [16]–[18], etc. Among these
works, OCC particularly shows great advantage in scenarios
requiring one-to-many communications. For example, in V2X,
a traffic light can broadcast traffic conditions to all vehicles
toward it; in visible light positioning, a programmable light
can broadcast location or location-based information to users
holding their phones.

However, in the above-mentioned OCC applications, the
communication distance is a crucial performance metric. As
discussed in [19], the optical cameras have limited resolving
power described by the Rayleigh criterion. In other words, if
the LED-to-camera distance is large enough, the camera cannot
spatially separate LED light sources that are close together
which is termed as LED spatial mixing, as shown in Fig. 2(b).

LED spatial mixing can significantly impair the efficiency
of OCC one-to-many communications. As shown in Fig. 1(a),
if a camera (i.e., a receiver) is close to the LED transmitter, the
LEDs can be clearly distinguished, resulting in higher channel
capacity. As the distance increases, the channel capacity will
decrease due to stronger spatial mixing. Thus, in a one-to-
many communication, if the transmitter sends at the data rate
of the nearest receiver, the more distant receiver affected by



spatial mixing will not receive any data; on the other hand,
if the transmitter limits the data rate according to the farthest
receiver, it wastes part of the channel capacity of the closer
receivers.

To address the issue, hierarchical coding [9], [13] schemes
are proposed to support dynamic range of channel capacity.
Hierarchical coding is a physical layer coding that allows re-
ceivers at various distances to dynamically adjust the receiving
rate according to the measured channel capacity. That is, the
LED transmitter encodes data at a fixed rate. Receivers at a
shorter distance can retrieve more data and achieve a higher
throughput; receivers at a larger distance and suffering from
spatial mixing, instead of losing all data, can still decode part
of the information.

Despite the great potential for application in OCC one-
to-many communication, the existing hierarchical coding
scheme [13] still suffers from low coding efficiency. In this
paper, we propose a novel non-block-based hierarchical coding
scheme, called ONIONCODE, which achieves higher coding
efficiency. We show that ONIONCODE can fully utilize the
channel capacity of receivers at different distances (i.e., with
different levels of spatial mixing) without injecting any re-
dundancy to the transmitted data. The key idea to achieve
high coding efficiency is based on the observation that we
can assume dependencies among the messages of all re-
ceivers without degrading the practicality of OCC one-to-
many communication. Therefore, ONIONCODE adopts a multi-
priority receiving shown in Fig. 1(b), i.e., a specific priority is
assigned to the bit stream transmitted by each LED, and the
remote receiver discards the low-priority stream layer by layer,
because of which we named it as ONIONCODE. For example,
a short-distance receiver (layer 1) can reserve all 4 streams
without data rate loss, but a long-distance receiver (layer 4)
cannot decode 3 low-priority streams due to severe mixing.

A key insight of ONIONCODE is that the camera cannot
distinguish which LED is lit , but it can determine how many
LEDs are lit in the case of LED mixing. Hence, we formulate
the LED spatial mixing and set up the concept of layer.
Then, we modeled the coding space of each layer according
to the key insight, and design a unique encoding table for
the transmitter and decoding table for the receiver of each
layer, in order to achieve multi-priority receiving. The most
prominent advantage of ONIONCODE is the higher coding
efficiency compared with the existing overlay coding [13],
ONIONCODE does not sacrifice the data rate of the nearest
receiver and greatly improves the overall throughput in one-
to-many communication scenario.

Applying ONIONCODE to the actual OCC system poses
a number of challenges. First, accurate frame synchroniza-
tion and pixel-level channel segmentation are prerequisites
for high-quality communication, which should be achieved
with the lowest communication and computational overhead
(Sec. V-C1 and Sec.V-C2). Second, the camera’s exposure
parameters are highly related to the quality of the optical
channel. In order for cameras of different layers to achieve the
optimal SNR, an adaptive parameters adjustment mechanism is

needed (Sec. V-C3). Third, the spatial aliasing at the receiver
of different layers is various. We need to design a uniform
channel estimation scheme for all layers to minimize the
overhead of channel estimation (Sec. V-C4).

ONIONCODE can be applied to mobile OCC communication
scenarios such as V2X and drone communication. The details
of applications is discussed in Sec.VII. The main contribution
of ONIONCODE can be summarized as follows:

• We propose ONIONCODE, a novel hierarchical coding
scheme that allows the receiver to receive multi-priority
bit streams adaptively according to the channel capacity
without adding extra bits to the transmitted data, thus
achieving higher coding efficiency than existing coding
schemes.

• A variety of communication mechanisms are proposed
including frame synchronization, fine-grained LED seg-
mentation, adaptive camera configuration and channel
estimation, to ensure low overhead and high SNR.

• We implement ONIONCODE using COTS digital camera
and LED light source. Evaluation results demonstrate the
efficacy of ONIONCODE and show that the throughput
of ONIONCODE outperforms that of the state-of-the-art
coding scheme by 67%.

II. RELATED WORK

A. Optical Camera Communication(OCC)

LED-based OCC technologies have attracted great interest
in recent years. The LED-based OCC has been applied to sev-
eral emerging application scenarios. VLC on drones was first
discussed in [18] and [16], [17] implemented drone-ground
communication prototype utilizing drone-mounted LED array
and ground camera. The LEDs of Vehicles and traffic related
Infrastructure were used as the transmitter in V2V/V2I com-
munications [12], [20]. Visible light positioning (VLP) is an-
other novel application of LED-based OCC. The indoor LED
lighting infrastructures can be transformed into positioning
beacons. The camera can capture location-related information
transmitted by high-frequency flickering LEDs. Rolling shutter
is often used to increase the sampling rate [3], [4], [21], [22].

Communication distance is considered as a crucial perfor-
mance metric in LED-based OCC systems [23], especially
for vehicles and drones communications. This paper deals
with the LED channel interference caused by the increase in
communication distance, from the perspective of physical layer
coding.

B. Hierarchical Coding

Several previous studies proposed hierarchical coding
scheme to provide adaptive and scalable transmission capa-
bilities for LED-based OCC systems. [11] utilized 2D-Haar
wavelets transform to embed 3 levels of priority data into
different frequency components of the traffic light LED array.
The disadvantages of frequency-based hierarchical encoding
had been discussed in [9]. The following work [13], [24]
proposed overlay coding to deal with the limitations of hi-
erarchical coding based on wavelet transform. They divided



Fig. 2. The physical principle of LED mixing. (a) optical imagery; (b) l > r
for separated LEDs; l = r for Rayleigh criterion; l < r for mixed LEDs.

the LED array into blocks of different size corresponding to
different priorities or layers. Blocks with embedded bits of
different layers are overlaid together to generate the overlay
code. The long-distance receiver can extract the data embedded
in large-size blocks, because low-frequency components can be
reserved. The layered coding, Strata, proposed in [9] embedded
information at multiple granularity into the same screen space.
Similar as [13], Strata adopted multi-size blocks division and
construct the code recursively to support various operating
conditions, such as camera resolution and frame rates.

A common motivation of the existing hierarchical coding is
to deal with the channel interference due to spatial aliasing.
The overlay coding [13], [24] is the closest to our work.
As mentioned above, the overlay code adopts a block-based
coding, i.e., all LEDs belonging to the same block transmitted
identical data bits which reduced the channel utilization. Our
work designs a unique non-block-based hierarchical coding
scheme to maximize the channel utilization.

III. BACKGROUND & PRELIMINARY

A. Rayleigh Criterion

Optical imaging instruments (such as cameras, human eyes)
have limited resolving power for point light sources. Due to
the Fraunhofer diffraction, the image formed by a point light
source through a circular lens is not a geometric point, but a
round spot with a radius r, termed as Airy disk [25] (Fig.2(a)).

As shown in Fig.2(b) , if the distance between two point
light sources is rather close, the corresponding two Airy disks
may partially overlap and are difficult to distinguish. The
Rayleigh criterion [26] defines that an optical instrument can
distinguish two point light sources, when the distance between
the centers of the two Airy disks l is exactly equal to the radius
r of the Airy disk. In other words, two point light sources have
a minimum resolution angle given by

θmin = 1.22λ/D (1)

where D is the aperture diameter of the lens and λ is the
wavelength of the point light source. Given that the distance
between the point light sources and the optical instrument is d,
the minimum distance dmin between two point light sources
that can make them distinguishable is

dmin = dθmin (2)

The Rayleigh criterion is the physical principle of the LED
spatial mixing in Sec.III-B and the criterion can guide us to

Fig. 3. Variables definition and transmission model of ONIONCODE.

design the spatial arrangement of LEDs, so that the desired
mixing phenomenon can be observed by the camera at a
specific distance.

B. Formulation of LED Spatial Mixing

In the LED-based OCC system, the increase in LED-to-
camera distance leads to serious LED spatial mixing. Con-
sequently, the receiver cannot distinguish the luminance of
adjacent LEDs and fails to decode. This section formulates the
LED spatial mixing which is the preliminary of the ONION-
CODE scheme. For the ease of understanding, we first give
the ONIONCODE transmission model, the important variables
introduced in this section are labeled in the Fig.3.

1) Non-uniform LED arrangement and mix-LED: We as-
sume that L LEDs are non-uniformly arranged on a plane.
Non-uniform” means that the interval between any two LEDs
is not equal and this assumption will be further discussed in
Sec.VII. Due to the non-uniform arrangement, the LEDs mix
one after another in a specific order, as the LED-to-camera
distance increases. As shown in Fig.1(a), the interval between
LED-3 and LED-4 is the closest, so they are mixed first at
layer 2. Here, we introduce the concept of layer based on the
observed mixing status. A camera at layer k > 1 can capture
a frame containing L − k independent-LED and a mix-LED,
which is mixed by k LEDs and we denote it as Lk. From the
perspective of MIMO communication, both independent-LED
and mix-LED can be viewed as a communication channel,
which we call independent-LED channel and mix-LED channel
in this paper. Besides, the definition of “mixing” is that the two
farthest apart of the k LEDs just meet the Rayleigh criterion,
i.e., these k LEDs cannot be separated spatially.

2) LED State Space: We define the LED state space for
each layer, which is the foundation of the ONIONCODE
derivative. Fig.4 shows the LED state space of layer 3. For
simplicity, we denote the transmitter’s L-LEDs on/off states
within a symbol period as LT = l1l2 · · · li · · · lL, li ∈ {0, 1}
(0 for off, 1 for on). For example, the 2-th column of Fig.4
means that when LT ∈ {0001, 0010, 0100}, the camera can
distinguish an independent off-LED and a mix-LED L3 with
1 LED on. The mix-LED is indicated by the parentheses.

We define a state, LRi
k, of layer k as a group of LT that

can be distinguished by the receiver. For example, the LR2
3

in Fig.4 contains 3 LT which can not be distinguished by
the camera due to spatial mixing. Obviously, the k-th layer
contains (k + 1) × 2L−k states. As mentioned before, a state
LRi

k contains Ct
k indistinguishable LT , which are termed as

sub-state of LRi
k, where t is the number of on-LEDs in Lk.



Fig. 4. LED state space of layer 3

All states LRi
k, k = 1, 2, · · · , L; i = 1, 2, · · · , (k+ 1)× 2L−k

constitute the state space of the L non-uniform LEDs.

C. Formulation of Multi-Priority Transmission

Denote the data bits transmitted by L-LEDs within a symbol
period as DT = d1d2 · · · di · · · dL, di ∈ {0, 1}. DT is modu-
lated to LT at the transmitter, and the bits decoded from LT
at a k-th layer receiver are DRk(LT ) = r1r2 · · · ri · · · rL, ri ∈
{0, 1,X}, where X indicates that the corresponding bit will be
discarded defined as discarded bit. The design goals of layered
coding can be expressed as

DR1(LT ) = DT (3)
DRi(LT ) ⊂ DRj(LT ), i > j (4)

Eq. 3 indicates that the camera at layer 1 can decode all the
bits of DT . As the LED-to-camera increases, more bits will
be discarded and Eq. 4 means that the lower layer can reserve
more data bits than the higher layer. For example, the 4-LEDs
transmitter sends bits DT = 0011, then the bits received
by layer 1∼4 are 0001, 000X, 00XX, 0XXX, as shown in
Fig .1(b). In summary, the proposed ONIONCODE assigns
different priorities to each bit of DT . As the LED-to-camera
distance increases, the low-priority bits will be discarded first,
and the highest-priority bit can be reserved.

D. The Transmission Model of ONIONCODE

The core modules of ONIONCODE include an encoding
table EnT for the transmitter and L decoding tables DeTi, i ∈
[1, L] for the receiver at each layer. EnT is defined as the
mapping from DT to LT and DnTk is defined as the mapping
from LRk to DRk(LT ), the data transmission can be modeled
as Eq. 5 and the related definition is shown in Fig.3.

DT
EnT7−→ LT

OpticalChannel
=⇒ LRi

k
DnTk7−→ DRk(LT ) (5)

IV. ONIONCODE SCHEME

Before giving a specific coding scheme, this section first
introduces the overall design goal of layered coding. We takes
L = 4 as an example to explain the derivation process of the
encoding/decoding table, and then gives a proof of generalized
derivation. Finally, we summarize the two key insights of
ONIONCODE.

A. Decoding Table Derivation

The derivation is carried out in an iterative manner, starting
from the LED state space of the highest layer (layer 4).

Fig. 5(a) is a feasible decoding table for layer 4. For
example, the 2-nd column means that the state LR2

4 is
mapped to demodulated bits DR4(LT ) = 0XXX, where
LT ∈ {0001, 0010, 0100, 1000}. As mentioned in Sec.III-C,
layer 4 discards 3 data bits, that is to reserve 0XXX and
1XXX. 3 discarded bits XXX contains 23 = 8 possible LEDs

(a) Decoding table of layer 4.

(b) Decoding table of layer 3.

(c) Decoding table of layer 2.

(d) Decoding table of layer 1.

Fig. 5. Feasible decoding table from layer 4 to layer 1.

on/off states, from 000 to 111. We select LR1
4, LR

3
4 and map

them to 0XXX, because the total sub-states of LR1
4 and LR3

4

is 8, which is enough to accommodate 8 possible on/off states.
Similarly, the state LRi

4, i = 0, 2, 4 are mapped to 1XXX.
At layer 3, we focus on the 8 sub-states (blue figures in

Fig.5(a)) that are mapped to 0XXX at layer 4, these sub-
states are rearranged to states LRi

4, i = 1, 3, 4, 5 at layer 3.
Under this condition, we only need to consider the mapping
of 00XX and 01XX. Similarly, 00XX needs 4 sub-states to
accommodate 22 = 4 possible on/off states contributed by 2
discarded bits. Hence, we map LR1

3, LR
3
3 to 00XX, marked

in blue in Fig.5(b). The mapping of 000X at layer 2 and 0000
at layer 1 follows the same process, as shown in Fig.5(c) and
(d). For simplicity, we only demonstrate part of the decoding
table of each layer.

B. Conclusion from the Decoding Table Derivation

From the derivation above, we come into the following 3
conclusions:

• A key insight is that the (k − 1) discarded bits in
DRk(LT ) determines which states should be mapped
to DRk(LT ). Specifically, the states {LRi

k} mapped to
DRk(LT ) should meet the Eq. 6, where N(LRi

k) is the
number of sub-states of state LRi

k.∑
i
N

(
LRi

k

)
= 2k−1 (6)

• Fig.5(a)-(d) only show the mapping of 0XXX, 00XX,
000X, 0000 at the corresponding layers. Obviously, the



derivation process is iterative and symmetric, which
means the mapping of bit “1” could follow the same
process at each layer.

• To obtain the encoding table EnT of the transmitter, we
only need to reverse DeT1, the decoding table of layer
1. For example, If DT = 0000 (1-st column in Fig.5(d)),
the LT should be 0001. The LEDs states observed by the
cameras at the layer 1∼4 are 0001, 00(01), 0(001) and
(0001), and the decoded bits are 0000, 000X, 00XX and
0XXX respectively.

C. Generalized Derivation

In this section, we introduce the decoding table derivation
in a general manner.

1) STEP1: The derivation of DeTL: The number of dis-
carded bits of Layer L is L − 1, hence, all states {LRi

L, i =
1, · · · , (k− 1)× 2k} should be partationed into 2 subsets and
each subset should meet the Eq. 6. We define the state vector
of the layer L as

SVL = (C0
L, C

1
L, · · · , Ct

L, · · · , CL−1
L , CL

L ) (7)

The elements of SVL is ordered and equal to the sub-states
number of corresponding state. t is the number of on-LEDs in
Lk of LRi

L and C is the combination operation. For example,
SVL = (1, 4, 6, 4, 1), L = 4.

For the combination numbers in SVL, the following equa-
tion is established

C0
L + C2

L + C4
L + · · · = C1

L + C3
L + C5

L + · · · = 2L−1 (8)

Eq. 8 indicates that the elements of SVL can be partitioned
into 2 equal-sum subsets, corresponding to the odd and even
terms. Hence, the odd-terms SV odd

L can be mapped to bits
B0

L = 0XX · · ·X and even-terms SV even
L to B1

L = 1XX · · ·X,
as Fig.5(a) shows.

2) STEP2: The derivation of DeTL−1: Similarly, we focus
on the SV odd

L mapped to 0XX · · ·X at layer L in STEP 1. For
combination Ck

L, the following equation is established

Ck
L = Ck

L−1 + Ck−1
L−1 (9)

According to Eq. 9, the odd-terms SV odd
L at layer L are

rearranged to SVL−1 = {C0
L−1, C

1
L−1, · · · , C

L−1
L−1} at layer

L − 1, as Fig.5(a) to (b) shows. From Eq. 7 and 8, SVL−1

can be partitioned into odd and even terms and mapped to
B0

L−1 = 00X · · ·X and B1
L−1 = 01X · · ·X respectively.

3) STEP3: The derivation of DeTk: Obviously, the STEP
2 is iterable thanks to Eq. 8 and 9, and can be generalized
to any layer. By reversing the DeT1, the encoding table EnT
can be obtained.

The generalized algorithm of the encoding/decoding table
generation is shown in Algorithm 1. For further explanation,
line 12 means adding the two mapping (x, y) : x 7→ y to the
table DeTk and line 6 means reversing the mapping of DeT1

to obtain EnT .

(a) Correspondence between LED channel and decoded data bits. Red for
the mix-LED channel and blue for the independent-LED channel.

(b) Circular shift of ONIONCODE encoding process.

Fig. 6. Two deep insights of ONIONCODE.

D. Deep insight of ONIONCODE & Decoding Error Analysis

Without layered coding, the decoding of L parallel LED
channels conducts independently, hence, bit errors of different
channels are independent. Layered coding decodes parallel
channels in a coupled manner, but in fact, it can be proved
that bit errors are still independent. To explain the error inde-
pendence of layered coding, we deeply analyze the principle
of layered coding from the perspective of LEDs state space.
As shown in Fig.4, the states LRi

k of layer k are arranged in
a specific order, according to the smallest sub-state of LRi

k.
The “smallest” here means that the sub-state has the smallest
binary value Under the specific states order, we can simply

Algorithm 1: Encoding/decoding table generation
input : The number of LEDs: L
output: A encoding table EnT of layer 1 and L

decoding table DeTi, i = 1, 2, · · · , L
1 Function: EnT , {DeTi} = Main(L);
2 SVL = {C0

L, C
1
L, · · · , CL

L};
3 BL = XX · · ·X;
4 EnT = ∅, DeTi = ∅, i = 1, 2, · · · , L;
5 Mapping(SVL, BL);
6 EnT = Reverse(DeT1);
7 return EnT , {DeTi};

8 Function: Mapping(SVk, Bk);
9 Convert Bk to B0

k−1 and B1
k−1;

10 Rearrange SVk to SVk−1 (Eq. 9);
11 Partition SVk−1 into SV odd

k−1 and SV even
k−1 (Eq. 8);

12 DeTk+ = {(SV odd
k−1, B

0
k−1), (SV

even
k−1 , B1

k−1)};
13 if k > 1 then
14 Mapping(SV odd

k−1, B0
k−1);

15 Mapping(SV even
k−1 , B1

k−1);



Fig. 7. Architecture of ONIONCODE prototype.

use the state vector SV L
k to represent the states of layer k:

SL
k = SV L

k ⊗ 2L−k (10)

where “⊗2L−k” means concatenating 2L−k SV L
k together, for

example, S3
4 = (1, 3, 3, 1)⊗2 = ((1, 3, 3, 1), (1, 3, 3, 1)). Eq. 9

is the root of the establishment of Eq. 10.
According to Eq. 8, the SV L

k can be partitioned into two
equal-sum subsets to encode 1 bit which can be decoded from
the mix-LED channel, and the other L−k bits can be decoded
from the L − k independent-LED channels, because SV L

k is
repeated 2L−k times. The bits decoded from the mix-LED
channel and from L−k independent-LED channels are marked
as red and blue respectively in Fig.6(a) to illustrate the above
correspondence at each layer.

Two deep insights can be obtained from Fig.6(a):
• At each layer, only 1 bit is encoded in the mix-LED

channel. In this sense, the capacity of the mix-LED
channel and the independent LED channel are equal. This
insight can be generalized to the case where there exist
multiple mix-LED channels.

• The encoding process of layer 1 shows that, ONION-
CODE essentially cyclically shifts L bit streams and then
performs 0/1 transformation on the highest priority bit
according to the encoding table, as shown in Fig.6(b).
Hence, the bit errors of different LED channels are
independent.

V. ONIONCODE OCC PROTOTYPE

A. System Overview

We established an proof-of-concept OCC system enhanced
by the proposed layered coding. Fig.7 illustrates the system
architecture, comprising of multiple LEDs as the transmitter
and a camera as the receiver.

• At the transmitter, the multi-priority bit streams generated
by the information source are first mapped to ONION-
CODE according to the encoding table and framed with a
customized preamble. Then, the bit streams are converted
to the LEDs on/off states for transmission.

• At the receiver, the camera first performs frame syn-
chronization in the captured frames and the fine-grained
segmentation separate LED channels spatially. Then, the
adaptive camera configuration adjusts the optimal expo-
sure parameters for accurate channel estimation. Finally,
the ONIONCODE can be decoded according to the result
of channel estimation.

Fig. 8. Frame structure of ONIONCODE.

Fig. 9. Process of frame synchronization. A frame is divided into several
blocks, and only the blocks containing flickering LEDs can be detected.

B. Transmitter Design

The transmitter sends the multi-priority bit streams through
parallel optical channels and Fig.8 illustrates the frame struc-
ture of a single LED channel. Each frame contains 32 data
bits framed with a customized preamble composed of 3
sub preambles. The sub-preamble-1 is prepended for frame
synchronization and fine-grained LED segmentation. The sub-
preamble-2 and 3 are designed for camera configuration and
optical channel estimation respectively. We adopt the baseband
transmission method using NRZ line code which is simple but
sufficient to prove the effectiveness of ONIONCODE.

C. Receiver Design

1) Frame Synchronization: Enlightened by [27], we design
the sub-preamble-1 consisting of 2 repeated Manchester bits
for frame synchronization and fine-grained LED segmentation.
In this section, we focus on the spatial and temporal frame
synchronization based on cross-correlation search.

As shown in Fig.9, we divide a frame into pixel blocks
of equal size. For each block, a filter matching with the
sub-preamble-1 is used for cross-correlation calculation. x
blocks with the highest cross-correlation value are extracted,
which indicate the coarse positions of the LEDs. Then, we
combine the x blocks together, and perform cross-correlation
calculation again. Finally, the preamble start can be identified
according to the maximum cross-correlation. The combination
of blocks is to cope with the small movement of the camera or
LED. The size of the pixel block and x depend on the LEDs
arrangement and camera’s resolution. In our experiment, x is
set to 5 and block size to 20× 20.



Fig. 10. Pipeline of fine-grained LED segmentation.

2) Fine-grained LED Segmentation: Following the frame
synchronization, we continue to use sub-preamble-1 to seg-
ment the LEDs at the pixel level. Although the frame syn-
chronization has given a coarse LED position, fine-grained
LED segmentation is still necessary to: 1) further separate
the background noise and improve the SNR; 2) measure the
number of aliased LEDs and determine the decoding table to
be used.

We combine the frame-level cancellation [5] and the bound-
ary detection algorithm [3] together. As shown in Fig.10(a)-(g),
we extractadap consecutive frames with the LEDs alternating
between ON and OFF during the sub-preamle-1 and gamma
correction(γ > 1) is used to redistribute the gray values. In
our experiment, gamma correction can effectively reduce the
impact of ambient reflected light. For each frame generated by
consecutive subtraction, gaussian blurring further suppresses
background noise and OTSU’s method [28] binarizes the
image adaptively. The obtained binary frames are combined
through pixel-wise “AND” in order to deal with the moving
background objects. Finally, we find the contours [29]adap and
centers for each LED as Luxapose [3] and identify each LED
according to center-to-center distance.

3) Adaptive Camera Configuration: The camera’s exposure
parameters have a great impact on the SNR of the mix-LED
channel as shown in Fig.11(a). We introduce the concept of av-
erage luminance to explain the effect of exposure parameters.
The average luminance of mix-LED Lk is defined as Eq. 11,
where S(Lk) is the pixel area occupied by the mix-LED (area
within the red contour in Fig.10(g)), and x is the number of
on-LEDs in Lk. Lumi(Lk(x)) is the the total luminance of
all pixels in S(Lk).

Avg(Lk(x)) = Lumi(Lk(x))/S(Lk) (11)

As shown in Fig .11(b1), the auto exposure makes pixel
luminance close to the maximum, as a result, the LED spatial
overlapping makes Avg(Lk(x)) unevenly spaced between 0-
255, leading to confusing luminance level as x increases. On
the other hand, low exposure also makes the decoding of
mix-LED error-prone, as shown in Fig .11(b2), because the
Avg(Lk(x)) distribute closely to each other. The impact of
low exposure can also be observed in Fig .11(a).

Therefore, we design an adaptive camera configuration
mechanism for optimal exposure as shown in Fig. 11(b3).
During sub-preamble-2, only one LED is lit, enabling the

(a) Average luminance under auto-
matic exposure, low exposure and op-
timal exposure.

(b) The impact of exposure on the
average luminance of mix-LED.

Fig. 11. Basis for adaptive camera configuration.

Fig. 12. Prototype of ONIONCODE.

camera to measure the Avg(Lk(1)), and adjust the exposure
parameters to make Eq. 12 established.

Avg(Lk(1)) ≈ 255/k (12)

Eq. 12 keeps the Avg(Lk(x)) evenly distributed between 0-
255. In practice, we set a high shutter speed and a small
aperture in advance, and adjust the ISO according to the
pre-calibrated ISO-luminance curve. Noting that the exposure
adjustment has a minor impact on frame synchronization and
LED segmentation, because all the LEDs flickers simultane-
ously during sub-preamble-1. We verify this conclusion in
Sec.V-C3.

4) Optical Channel Estimation: For independent-LED, the
channel estimation can be easily achieved by transmitting 0/1
symbols. But for the mix-LED Lk, up to 2k symbols are
needed to achieve complete channel estimation, which is a
huge communication overhead, and k is various at different
layers. Therefore, we design a low-overhead and layer-uniform
channel estimation method (sub-preamble-3) for the mix-LED
channel.

In sub-preamble-3, all the LEDs are lit sequentially, en-
abling the receiver at layer k to measure the Avg(Lk(1))
of the mix-LED. We predict the Avg(Lk(x)) by linearly
combining the Avg(Lk(1)) and Lumi(Lk(0)) (background
noise) as Eq. 13. This estimation holds under the condition
of Eq. 12 and superposition principle of incoherent light [30].

Âvg(Lk(x)) = x×Avg(Lk(1))

− (x− 1)× Lumi(Lk(0))
(13)

In fact, the linear prediction in Eq. 13 is overestimated
Âvg(Lk(x)) > Avg(Lk(x)). As the number of on-LEDs
x increases, the voltage of the parallel LEDs will decrease,
weakening the luminance of each on-LED. Fortunately, we can
pre-measure the voltage drop of the LED circuit at various x



and correct the Avg(Lk(1)) by multiplying a correction factor
V (x) < 1, based on the non-linear relationship between LED
voltage and luminance [31].

VI. EVALUATION

A. System Prototype

As shown in Fig.V-C3, we prototype the ONIONCODE using
WS2812B [32] intelligent control LED (5V, 16W) as the trans-
mitter. The WS2812B can be controlled by a programmable
controller which is powered by a 5V,12A switching power
supply.

We tested ONIONCODE with various types of receivers,
including Canon EOS 5D Mark IV [33] (1080p, 50Hz),
Zenmuse H20 [34] (1080p, 30Hz), and iPhone X [35] 1080p,
50Hz). We evaluated the performance of ONIONCODE in one-
to-many communication scenario where 4 receivers are placed
at 10m, 20m, 30m, and 40m (denoted as R1, R2, R3, and R4 in
the following evaluation) from the transmitter, corresponding
to layer 1-4 receivers. Note that we used 4 LEDs and 4-layer
priority for most evaluation but ONIONCODE can be easily
scaled as shown in Sec. IV-C.

B. Micro Benchmark

1) Preamble Detection: We start by evaluating the robust-
ness of the frame synchronization and segmentation scheme.
We define frame detection accuracy as the ratio of frames that
are correctly detected in both time (synchronization) and space
(segmentation). Fig. 13(a) shows the detection accuracy under
various light condition. “indoor” represents the experiments
done in ordinary office environment with light on; “outdoor”
represents the experiments done outdoor at noon with strong
sunlight. We can see that the synchronous flickering LED can
be effectively detected by cross-correlation searching, so the
detection accuracy achieves 99.4% and 99.3% in both sce-
narios. We then evaluate the impact of movement. Fig. 13(b)
shows the detection accuracy while the receivers are placed
still on a tripod, held by a hand with slight shaking. We
also tested the detection with static indoor office background
(“static”) and moving pedestrian (“moving”). We can see that
the detection accuracy can reach 98.6% even held by hand and
with moving pedestrian, because the matched filter and cross-
correlation can filter moving background objects, and block-
based operations can tolerate small-range LED movements.

2) Camera Configuration: As shown in Sec. V-C3, we de-
sign the preamble so that the receivers can adaptively configure
the camera exposure parameter to ensure strong SNRs. We
compared the proposed adaptive camera configuration scheme
with those using camera’s built-in auto-exposure or low ex-
posure and repeated the test under different outdoor ambient
light. In order to highlight the advantage of adaptive exposure,
we set a mix-LED mixed by 9 LEDs (3× 3 arrangement) and
measured the bit correct rate (BCR) of the mix-LED channel.
The results is reported in Fig. 14(a).

We can see that the proposed adaptive scheme outperforms
built-in auto-exposure and low exposure scheme by 268.0%
and 24.3%, respectively. Fig. 14(b) demonstrated the observed

average luminance distribution, the adaptive configuration can
provide a higher error tolerance.

3) Channel Estimation: In Sec. V-C4, we design the sub-
preamble-3 to predict the measured luminance of mix-LED,
so we can reduce the length of preamble. In this subsection,
we evaluate the effectiveness of the proposed scheme by
comparing the luminance measured and predicted by various
schemes. Fig. 15 shows the results. “linear” represents the
prediction scheme which assume the luminance is linearly
proportional to the number of on-LEDs.

We calculate the mean square error (MSE) of the predicted
and measured luminance at various on-led numbers. The MSE
is reported in Table.I. We can see that the proposed scheme
outperforms “linear” and reduces average MSE by 94.3%.

C. Overall Performance

1) System Throughput: We compare the proposed ONION-
CODE with the state-of-the-art layered coding (overlay cod-
ing [13]). The overlay coding uses 4 LEDs and follows the
same frame structure as ONIONCODE. In addition, a reference
group without a hierarchical coding scheme (“w/o”) was set
up for comparison. Fig. 16 shows the results. To make the
comparison more intuitive, we normalize the throughput by
making R1 (i.e., the layer-1 receiver that can decode all
information from the encoded data) 1. We can then make
the following observations. First, the throughput of R1 using
ONIONCODE is as high as that in the reference group (“w/o”).
In contrast, the throughput of R1 using overlay coding is
25.5% lower. It implies that ONIONCODE does not need to
sacrifice the channel capacity of R1 to achieve multi-priority
transmission; however, overlay coding requires the injection
of redundant bits, so the throughput becomes lower. Second,
when LED space mixing occurs (i.e., in R2 to R4), the
conventional coding scheme (“w/o”) fails and the throughput
drops to 0. In ONIONCODE, R2 to R4 still decodes 75.5%,
51.2% and 24.8% of the transmitted data. Overlay coding
also allows R2 to R4 to decode some of the data; however,
since it only supports 2-layer priority, R2 to R4 has the same
throughput. Finally, ONIONCODE greatly improves the overall
throughput by a factor of 167% compared to overlay coding.

2) Robustness of ONIONCODE: We further evaluate the
throughput of ONIONCODE under various environment fac-
tors and hardware conditions. For comparison, we set up a
reference group with indoor static background and the camera
is held by tripod.

Receiver Hardware. Fig. 17(b) reports the normalized
throughput of the ONIONCODE using COTS drone-mounted
and mobile phone cameras as the receiver. The throughput
of the 3 receivers approaches their theoretical value, which
reflects the robustness of the ONIONCODE prototype to the

TABLE I
MSE COMPARISON BETWEEN LINEAR PREDICTION AND OUR METHOD

Method 1 2 3 4 5 6 7 8 9 Avg
Linear 0.44 4.13 8.42 13.96 21.82 29.55 35.65 43.14 51.58 23.19
Ours 0.44 0.52 0.83 0.76 1.06 1.35 1.31 4.27 1.32 1.32



(a) Various ambient light. (b) Movement.

Fig. 13. Preamble detection rate under various environment factors.

(a) BCR of 3 exposure schemes. (b) Luminance distribution.

Fig. 14. Evaluation of the proposed adaptive camera configuration.

Fig. 15. mix-LED channel estima-
tion using linear prediction and our
method.

Fig. 16. Performance comparison
between ONIONCODE, Overlay Cod-
ing [13], and without hierarchical cod-
ing (“w/o”).

(a) Various cameras. (b) Various environment factors.

Fig. 17. Robustness of ONIONCODE. R1 to R4 represents the receivers at
various distances and decode up to layer-1 to layer-4 messages, respectively.

hardware conditions. Here, we use the Canon camera at layer
1 as the reference group for normalization.

Environmental Factors. Fig. 17(a) shows that ONION-
CODE is robust against ambient light and moving pedestrian,
keeping the same throughput as the reference group. Specifi-
cally, the adaptive camera configuration can ensure the strong
SNR under various ambient light, and the frame synchroniza-
tion based on cross-correlation filters out the moving objects.
However, the current ONIONCODE prototype nearly fails as
the camera is held in hand. This limitation originates from the
fine-grained LED segmentation in Sec.V-C2. The segmentation
is only performed during sub-preamble-1, and if the camera
shakes or the LED moves away later, the target LED will be
lost. Therefore, the following channel estimation and decoding
are meaningless.

VII. DISCUSSION

A. Potential Application

OCC is considered a promising communication method
for quadrotor drones communications (OCC for drones) [18],
[36] thanks to the high-resolution drone-mounted cameras.
Compared with the existing “one drone-to-one controller”
communication using radio frequency band, OCC can provide
multilateral communication between a camera and multiple
drones. In addition, mobile phones can also be used as
receivers, so that information can be transmitted to non-
UAV pilots via optical channels. This advantage is promising
for post-disaster monitoring [16], [37]. In this scenario, the
coordinates of the trapped person can be high-priority data,
and the image of the trapped scene can be used as low-
priority data. Multi-priority hierarchical transmission scheme
of ONIONCODE ensures that high-priority data can be received
by remote receivers. In other words, ONIONCODE can be

regarded as a software-method to increase the communication
range of OCC for drones.

B. Limitations & Future work

Non-uniform LEDs Arrangement. The non-uniform dis-
tribution of L LEDs is designed to generate L priority layers,
because the number of mixed LEDs consecutively increases
from 1 to L. Non-uniform LED arrangement is common for
OCC in practical applications. For example, when we reuse
LEDs on drones, traffic light, light in office environment, etc
to enable side channel communications for V2X and light po-
sitioning applications, the light placement is not controlled and
therefore usually non-uniform. Moreover, even for uniformly
arranged LEDs, ONIONCODE can also be applied since the
corresponding layers disappear without affecting the decoding
of other layers. For example, if the LED 2, 3, 4 in Fig. 1(a)
are uniformly arranged, the layer 1, 3, 4 are not affected, even
if layer 2 disappears. On the other hand, the number of layers
is actually determined by the application. Most application
scenarios do not need all L layers, hence, the size of LED
transmitter can be greatly reduced. In addition, optimization
methods can be utilized to maximize the space utilization,
which is also a future direction of ONIONCODE.

Error Control. The application of error control mecha-
nisms, such as forward error correction (FEC) [38] and retrans-
mission, can further improve the transmission robustness of
ONIONCODE and achieve higher throughput in noisy channels.
However, in this work, we decided to leave the error control
mechanisms to a higher layer of the communication protocol
and focus on the design of ONIONCODE itself, aiming at
achieving higher coding efficiency and understanding its own
performance in the absence of error control.



VIII. CONCLUSION

In this paper, we present a multi-priority hierarchical coding
for optical camera communication, named as ONIONCODE.
The systematic analysis of LED channel aliasing provides a
prerequisite for us to fully exploit the capacity of the aliasing
channel. The proposed ONIONCODE allows the receiver to
dynamically discard low-priority data according to the mea-
sured optical channel states and the highest priority data can
be reserved by the long-distance receiver. We prototype the
ONIONCODE using COTS digital cameras and commonly-
used LED. A variety of communication mechanisms are de-
vised, including frame synchronization, fine-grained LED seg-
mentation, adaptive camera configuration and aliasing channel
estimation, to achieve low-overhead and noise-robust commu-
nication functions. Experiment results demonstrate the effec-
tiveness of ONIONCODE. Compared with the existing block-
based hierarchical coding scheme, ONIONCODE can maximize
channel utilization.
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