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Abstract—Air-gapped networks achieve security by using physi-
cal isolation to keep the computers and network from the Internet.
However, magnetic covert channels based on CPU utilization have
been proposed to help secret data to exfiltrate from the Faraday-
cage and the air gap. Despite the success of such covert channels,
they suffer from the high risk of being detected by the transmitter
computer and the challenge of installing malware into such a
computer. In this article, we propose MagView++, where sensitive
information is embedded in other data such as video and can be
transmitted over the internal network. When any computer uses
the data such as playing the video, the sensitive information will
leak through the magnetic signals. The “separation” of information
embedding and leaking, combined with the fact that the data can be
exfiltrated from any computer in a distributed manner, overcomes
these limitations. We demonstrate that CPU utilization for video
decoding can be effectively controlled by changing the video frame
type, reducing the quantization parameter, and changing the times-
tamp of the frame, without video quality degradation. We prototype
MagView++ and achieve 8.9 bps throughput with 0.0057 BER
when using a smartphone as the receiver, and 59 bps throughput
with 0.0025 BER when using a dedicated devices with high sampling
rate as the receiver. Experiments under various environments are
conducted to show the robustness of MagView++. Limitations and
possible countermeasures are also discussed.

Index Terms—Covert channel, CPU magnetic field, video codec.

I. INTRODUCTION

A IR-GAPPED networks are those private networks where
the computers and other equipment are physically iso-

lated without connection to outside public networks such as
the Internet. In addition to the communication on the private
internal network [1], some air-gapped networks forbid the use
of Wi-Fi, Bluetooth, and infrared [2] as well as the use of
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memory cards [3], [4] to prevent data leakage. Thus, we have
seen many security-aware organizations such as NSA and US
Defense Intelligence Agency use air-gapped networks as the
infrastructure for their daily operations [5]. However, they are
not immune to breaches of covert channels, i.e., channels that are
not intended for information transfer but may leak sensitive data,
even with low signal-to-noise-ratio (SNR). Common media of
a covert channel can be acoustic, ultrasonic, electromagnetic,
thermal, or optical [6]. However, with security enhancement,
more and more existing covert channels like optical channels,
acoustic channels, etc., are being cut off [7].

Low-frequency magnetic field, which is generated by the
electric current in CPU modules, is a state-of-the-art covert
channel as it can pass the Faraday-Cage and is difficult to detect.
By regulating the CPU utilization, sensitive data is encoded into
the changes of magnetic strength. Receivers such as magnetome-
ters [8], smartphones [9] can receive and decode the magnetic
signal to extract the leaked data. As CPU is an essential part of
any computer, the covert channel can be implemented on desktop
PCs, servers, laptops, and even embedded systems.

Currently proposed magnetic-field-based covert channels
(hereafter we name it magnetic covert channel) [8], [9], however,
have two major limitations. First, they require direct regulation
of the computer’s CPU utilization to embed sensitive informa-
tion, which can easily attract attention and be caught. Second,
malware has to be implanted on the same computer for CPU
utilization control and sensitive data exfiltration, which further
limits its usage.

In this article, we seek to enhance the practicability and
stealthiness of the magnetic covert channel by (1) getting rid
of implanting malware on the very computer that is leaking
sensitive data and (2) hiding direct CPU utilization regulation.
To this end, we need physically decouple the embedding and
leaking of sensitive information in order to implant the malware
only where sensitive information is embedded; find a “carrier”
which contains the embedded sensitive information to control
CPU utilization in a stealthy way during leaking.

We observe that video interfaces are ubiquitous in security-
aware organizations, including videos from surveillance cam-
eras and promotional videos, etc. Because video playing needs
a decoding step, it can be a good candidate for CPU intensive
operations. This leads us to the idea of using video encoding to
embed information and decoding to manipulate CPU utilization
for information leakage. By doing this, the two requirements
mentioned above can be satisfied. First, information embedding
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Fig. 1. The concept of separation in MagView++. Top: sensitive information
is embedded during video encoding. Bottom: sensitive information distributedly
leaks through the magnetic covert channel created whenever a video is played.
“Malicious” video with sensitive information can be transmitted internally in
the air-gapped network.

and leaking can be separated. Specifically, sensitive information
embedding can be done by surveillance cameras or comput-
ers having video editing software if malware is implanted on
those devices. Therefore, the data exfiltration progress can be
distributed, i.e., any devices playing the videos with embedded
information will exfiltrate the data, as shown in Fig. 1. Second,
since the CPU utilization regulation is covered by the video
playing task, the magnetic covert channel becomes stealthy and
difficult for human to notice. Fig. 1 depicts the overview of
MagView++. Sensitive information gathered by the malicious
surveillance camera, for example, can be embedded into mali-
cious videos which can be played by any devices in the internal
networks. A smartphone or a dedicated device with a magnetic
sensor placed next to the computer playing the video can pick
up the magnetic signals and recover the sensitive data.

The design of MagView++ encounters several challenges.
First, the re-encoded videos cannot be suspicious visually, i.e.,
the video content and quality such as resolution cannot be
changed. Second, how to keep a high SNR for the magnetic
covert channel with background application running on the
devices is also a challenge. Third, how to maximize the trans-
mission rate for receivers with different sampling rates should
be concerned. To cope with the above challenges, we propose
MagView++ with two transmission schemes for smartphone
receivers and dedicated receivers respectively. For smartphone
receivers, we carefully investigate H.264/AVC [10], a common
video encoding standard, and find out that the frame type and
the quantization parameter (QP) can control the size of a video
frame, and thereby can affect the CPU utilization when decoding
video frames. Such a strategy to increase CPU utilization is also
validated on H.265 [11]. We also design the ASK modulation,
DSSS-like encoding scheme, and use Forward Error Correction
(FEC) to increase the robustness of the covert channel. For
dedicated receivers whose sampling rates are much higher than
those of smartphone receivers, we investigate the variable frame
rate (VFR) video, which is achieved by assigning a timestamp to
each video frame. We find out that changing the timestamp of a
video frame can control the moment when high CPU utilization

occurs. We then use Pulse Position Modulation to encode data
on the timestamp changes and also use FEC to reduce its bit
error rate.

In summary, we have made the following contributions:
� We propose MagView++, a CPU magnetic covert channel

hidden in video playing tasks, featuring the separation of
data embedding and leaking, to improve the concealment
of data exfiltrating.

� We propose a Frame-type-and-QP-based encoding scheme
for smartphone receivers and a Timestamp-based encoding
scheme for dedicated receivers respectively.

� We prototype MagView++ and achieve 8.9 bps through-
put for smartphone receivers and 59 bps throughput for
dedicated receivers. Comprehensive experiments are per-
formed on 13 different computers as transmitters and 7
different smart devices and a DAQ as receivers, which
shows the robustness of MagView++.

II. BACKGROUND

In this section, we first introduce the background knowledge
of video encoding and decoding for the design to change CPU
utilization. Then we provide the principle of how a CPU module
can generate magnetic signals and the relationship between CPU
utilization and magnetic signal strength.

A. Video Encoding and Decoding

A video is composed of a sequence of frames, i.e., I frame,
P frame, and B frame in the H.264/AVC standard [12] and
each frame can be viewed as a still image. I frame is encoded
without reference, while P frame and B frame are encoded as
the differences from a reference frame with motion prediction
to reduce video size. Consequently, the size of I frame is larger
than the other two.

To reduce the video size, compression is always performed on
video frames, by going through the processes of discrete cosine
transform (DCT), quantization, and entropy encoding. The DCT
step is similar to that in image compression, which is used to
reduce the special redundancy of an image. The quantization
step is to map the DCT coefficients to a reduced range of
values and thus it should be possible to represent the DCT
coefficients with fewer bits [12]. Finally, the entropy encoding
step is to reduce the redundancy between the compressed data
symbols using variable length coding techniques [13]. Among
the steps, only the quantization step introduces signal loss and its
parameter, i.e., quantization parameter (QP) directly determines
the compression performance. Roughly speaking, a smaller QP
leads to less efficient compression, a higher bit rate (larger video
size), and vice versa. QP value can be configured dynamically
per frame.

Video decoding and video rendering are two essential steps
for playing a video. Video decoding has exactly the opposite
process of video encoding and is implemented by video players,
which decode videos in the unit of frame. In general, a video
player decodes video frames and puts them into a buffer. Then
the video player renders the frame in the buffer. Once a frame in
the buffer is rendered, the video player will decode a new frame.
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Remarks: According to the changes of frame types (I/P/B)
and configurations of QP, the video decoding process should
possess a dynamic pattern in terms of computation overhead,
which is reflected by CPU utilization. In the meanwhile, since
the moment of video frame decoding calculation is determined
by the moment of video frame playing in the queue, the CPU
utilization pattern can also be controlled by frame timestamps.

B. CPU Module and Magnetic signals

The dynamic power consumption during CPU execution can
be estimated as [14]

P = atCLV
2
ddfclock (1)

where atCL is the effective capacitance being switched to
perform a computation, which is related to CPU utilization
and the performed specific computation; Vdd is the operating
voltage of the CPU and fclock is the clock frequency, both of
which are variable according to the dynamic frequency scaling
(DFS) for energy saving [14]. The DFS policy decreasesVdd and
fclock with low CPU load and vice versa. Therefore, the power
differences between busy and idle states of CPU are determined
by both effective switched capacitance and the voltage and
frequency scaling caused by DFS. In other words, when the
CPU is busy, i.e., the CPU utilization is high, it gains more
power consumption than when the CPU is idle.

The total CPU module can be seen as a magnetic dipole. For
the sake of simplicity, the magnetic field generated by the CPU
module can be represented as B ∝ I

r3 , where B is the magnetic
induction intensity, I is the total current in the CPU module,
and r is the distance to the CPU module. Combining the above
equations with P = VddI , we have

B ∝ atCLVddfclock
r3

(2)

AsatCL,Vdd and fclock are all positively correlated with CPU
utilization, we conclude that the magnetic induction intensity
of the CPU magnetic field is strongly correlated with CPU
utilization.

III. THREAT MODEL AND OVERVIEW

A. Threat Model and Assumptions

The aim of MagView++ is to use video as a medium for
covert communication, e.g, exfiltrating sensitive data from an
air-gapped network. MagView++ compounds of 2 phases: 1)
data collecting and embedding; 2) video playing and data re-
ceiving. For each phase, we make the necessary assumptions.

1) Data Collecting and Embedding: In this phase, the at-
tacker needs to plant the malware of MagView++ into the
camera firmware or video encoding software for sensitive data
collecting and embedding. Since cameras and video encoding
software are usually provided by third parties, there is a possi-
bility of supply chain attacks. The assumptions on the malware
infection phase are similar to those reported in the literature [8],
[9], where the attacker’s goal is to exfiltrate sensitive data from
air-gapped networks. More details on this that can be done is out
of the scope of this article and can be found in [15], [16].

The malware of MagView++ collects the sensitive data to
be transferred. For example, a malicious camera can collect
network configuration information such as MAC address, or
information from the smart cameras’ own statistics, such as foot
traffic, etc, while video coding software can collect files on the
device, as video encoding software itself requires read and write
access on storage space.
MagView++ embeds data into the video by modifying the

video encoding parameters, instead of re-encoding the video.
As MagView++ only changes the parameters to encode video
frames (frame type, QP, and timestamp), it is not necessary to
change the hardware-based video encoding module of a surveil-
lance camera and thus the real-time performance is guaranteed.

2) Video Playing and Data Receiving: We assume that only
one video is being played on a computer, which is reasonable
when watching surveillance video replays and promos. We as-
sume that the video is played by third-party video players instead
of the players that come with the system, such as the Movie &
TV player that comes with Windows 10. This is reasonable as the
Movie & TV player does not support decoding H.265 (HEVC)
videos, which are widely used in surveillance cameras and are
supported by MagView++. In order to ensure compatibility,
third-party players usually use software decoding by default, so
that both the Frame-type-and-QP-based encoding scheme and
the Timestamp-based encoding scheme of MagView++ can
successfully embed and transmit data. When using hardware
decoding, the Frame-type-and-QP-based encoding scheme fails
but the Timestamp-based encoding scheme can still transmit data
on some video players such as GOM Player, Pot Player, etc.

Whenever the video is played, the sensitive information leaks
through magnetic signals. The attacker can get close to com-
puters on which the malicious video is played and put her
smartphone or a small device in disguise close to the chassis of
a computer or on the laptop’s keyboard to receive the sensitive
data. For example, a guest can get into the reception room where
a promotional or demonstration video is played or an internal
staff can enter the monitoring center of a security organization.
Particularly, the attacker can use a very small device, such as a
smartwatch, to get close to the video playback device to receive
the leaked information and thus avoid being suspected. Another
case is that the attacker could plant the malware into an insider’s
phone and use the insider’s phone to collect magnetic signals
which is the same as [9]. In this case, no additional permissions
are required.

B. MagView++ Overview

Similar to existing magnetic covert channels [8], [9],
MagView++ is based on the magnetic field during CPU execu-
tion. The novelty of MagView++ is how it manipulates CPU
utilization. As we mentioned earlier, the malware will create a
“malicious” video which when being played, have specific CPU
requests and impact the magnetic field so the receiver can extract
the sensitive data from the covert channel.

Aiming at different receivers, we propose MagView++ for
smartphone receivers and dedicated receivers with two different
data encoding schemes as shown in Table I. For smartphone
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TABLE I
OVERVIEW OF MagView++ FOR SMARTPHONE RECEIVERS AND DEDICATED

RECEIVERS

Fig. 2. Technical block diagram of the Frame-type-QP-based scheme for
smartphone receivers. To generate a malicious video, Frame-type-and-QP-based
Scheme first determines and changes the frame type and QP of each frame of
the original video to achieve two different CPU utilization levels, i.e., “High
(80%)” and “Low (16%)” and then use the two levels to embed and modulate
the sensitive information into video frames. (B frames are omitted for simplicity
but are also applicable.)

receivers, the magnetic signals are collected through the smart-
phone’s built-in magnetometer, of which the sampling rate is
usually lower than 100 Hz. On the contrary, for dedicated
receivers, the sampling rate can be 10 kHz or higher. Below
we present an overview of MagView++ for the two cases.

1) MagView++ for Smartphone Receivers.: In this case,
MagView++ is designed for using a smartphone as a receiver.
Since the sampling rate is usually below 100 Hz, it is difficult
to obtain the detailed pattern of each decoded frame in the
received signal. Based on this condition, we seek to find a way to
encode data at higher or lower CPU utilization for several frames
of video. Therefore, we propose a Frame-type-and-QP-based
scheme to embed sensitive data into a video.

Fig. 2 illustrates how sensitive data is embedded into the
video to create the “malicious” video. In the CPU utilization
control step, both frame type changing and QP changing are
used to achieve two different CPU utilization levels. Then in the
transmission step, ASK modulation and DSSS-like encoding
with preamble are used to modulate the sensitive data on video
frames with the two CPU utilization levels. The malicious video
is then delivered to computers or laptops (here we call them
transmitters) which will play the video. When the video plays
on any computer, the sensitive data leaks from the CPU magnetic
field and can be picked up by a device with a magnetometer. We
present the design and evaluation of MagView++ for smart-
phone receivers in Sections IV and V respectively.

2) MagView++ for Dedicated Receivers.: In this case,
MagView++ is designed for using a dedicated device with a
higher than 10 kHz magnetic signal sampling rate as a receiver.

Fig. 3. Technical block diagram of the Timestamp-based scheme for dedi-
cated receivers. To generate a malicious video, MagView++ first changes the
timestamp of each frame of the original video to achieve two different timestamp
offset levels, i.e., “nT +D” and “nT −D” and then uses the two offset levels
to embed and modulate the sensitive information into video frames.

Due to the high sampling rate, the detailed pattern of each
decoded frame in the received signal can be obtained. In other
words, we can distinguish the moment when the decoding of
each video frame starts. Hence, there is an opportunity to encode
data by slightly changing the timestamp of each video frame.
Therefore, we propose a Timestamp-based scheme to embed
sensitive data into a video.

In the Timestamp-based scheme, the timestamp of each frame
is used to embed sensitive data as illustrated in Fig. 3. In the
frame display time control step, the timestamp of a video frame
can be changed by +D or −D to achieve two timestamp offset
levels. Then in the transmission step, we use Pulse Position
Modulation to modulate the sensitive data on video frames with
the two timestamp offset levels. The remaining steps are the same
with the Frame-type-and-QP-based scheme. We present the
design and evaluation of MagView++ for dedicated receivers
in Sections VI and VII respectively.

IV. DESIGN OF MagView++ FOR SMARTPHONE RECEIVERS

In Section II, we conclude that both frame type and QP
determine the bit rate on the granularity of the frame. Therefore,
it is possible to change the CPU utilization of video decoding by
changing frame type and QP. Although frame rate and resolution
can also affect the bit rate, they are not supported to be configured
and changed sometimes. As a result, we resort to both frame
type and QP and incorporate them into a systematic approach to
quantitatively output a target CPU utilization.

A. Changing CPU Utilization

1) Changing the Frame Type: As is discussed in Section II,
the size of I frames is larger than P and B frames. Therefore,
I frames are avoided and P, B frames are preferred by default
during the encoding process, unless necessary. As a result, the
number of I frames is relatively smaller than that of P, B frames.
This provides us the chance to modify a P/B frame to an I frame
to gain higher CPU utilization.

2) Changing the Quantization Parameter (QP): It is men-
tioned in Section II that smaller QP leads to less signal loss
and higher bit rate, and thus the CPU utilization during frame
decoding increases. With the requirement to keep the original
video quality, QP has to be less than a specific value that is
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Fig. 4. CPU utilization versus QP. Fig. 5. Video size versus QP. Fig. 6. CPU utilization versus video size.

TABLE II
THE AVERAGE CPU UTILIZATION VERSUS I/P FRAME CHANGES

the largest QP to keep the original quality. Under this condition,
CPU utilization can be increased without influencing the original
video quality by decreasing QP.

3) Quantitative Validation: Settings. To quantify the perfor-
mance of changing frame type, we re-encode a 1-min video with
X264 [17]. The original video is composed of 14 I frames, 572
P frames and 1214 B frames respectively. We use –qpfile
to change frame types and –crf to activate CRF (Constant
Rate Factor) mode to guarantee the video quality [18]. For
convenience, we name the scheme by changing all frames to I/P
frames scheme-I and scheme-P. We use GOM Player running
on a PC (i5-4200U CPU with 2 cores and 4 threads, 8G RAM,
Windows 10 17134.1) to play the re-encoded video and record
the CPU utilization and video file size.

Frame Type versus CPU Utilization. The result of scheme-I,
scheme-P, and the original video is shown in Table II. The
video encoded using scheme-I is all composed of I frames
while the video encoded using scheme-P is all composed of P
frames except individual I frames as necessary reference frames.
The original video consists of I, P, and B frames. We can find
that: (1) scheme-I gains around 3.4% higher CPU utilization
than scheme-P, and there is no significant difference in CPU
utilization between scheme-P and the original video; (2) the
video size increases in both cases, and scheme-I has a much
larger increment. Therefore, we conclude that changing frames
to I can both increase CPU utilization and video size while
changing frames to P only increases a little video size and has
almost no effect on CPU utilization. Consequently, changing
frame type from P or B to I is a feasible way to increase CPU
utilization while decoding but the amount of change is limited.

QP versus CPU Utilization. We quantify the relationship
between QP and CPU utilization under both scheme-I and
scheme-P, which is shown inFig. 4. Under CRF mode, if the
QP value of frame i is not specified, it will be set as QP i

crf

according to the CRF mode parameter (default 23). Assuming
that there are N frames in the video, the average QP of the video

under CRF mode is

QP avg
crf =

1

N

N∑

i=1

QP i
crf , (3)

which is denoted by a vertical line in Fig. 4. Note that the video
quality will not be affected only when QP is less thanQP i

crf . We
vary QP from 0 to 50, and the result shows that CPU utilization
increases nearly in a linear way for scheme-P. While for scheme-
I, the linear relationship between QP and CPU utilization appears
separately when QP > QP avg

crf and QP ≤ QP avg
crf . Moreover,

QP modification under scheme-I brings larger CPU utilization
change when QP ≤ QP avg

crf .
CPU Utilization versus Video Size. It is worth mentioning

that the reduction of QP brings an increase in video size under
both scheme-I and scheme-P frame scenarios. For example,
the original 9.32 MB video can be increased by several times.
Comparing Fig. 5 to Fig. 4, we find that though I frame gains
more significant CPU utilization change by changing QP, it is
at the cost of larger video size. Fig. 6 depicts the relationship
between video size and CPU utilization. The conclusion is that
CPU utilization is fundamentally determined by video size, i.e.,
video bit rate, and no significant difference exists between I
frames and P frames.

Algorithm to Change CPU Utilization. Without loss of gener-
ality, denote the CPU utilization under scheme-P and scheme-I
UP (qp) and UI(qp) when QP = qp. Obviously, UI(qp) should
be larger than UP (qp). However, whether UI(QP i

crf ) < UP (0)
or not is uncertain and thus we have two cases:

UP (QP i
crf ) < UI(QP i

crf ) ≤ UP (0) < UI(0) (4)

UP (QP i
crf ) < UP (0) < UI(QP i

crf ) < UI(0) (5)

The case denoted by (4) is shown in Fig. 4, and (5) is the other
case where the CPU utilization of I frame and P frame are not
overlapped when QP < QP i

crf .
Given a designed CPU utilization as Udesign, the frame type

change and QP value decision for encoding a frame can be
calculated as following:

First, Udesign is compared to UP (QP i
crf ) and UI(0). If

Udesign < UP (QP i
crf ), then we use scheme-P with QP i

crf to
ensure that the video quality does not decline. If Udesign >
UI(0), which means that Udesign is beyond the maximum
CPU utilization we can reach, the frame will be encoded using
scheme-I with QP = 0.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on May 10,2025 at 17:25:08 UTC from IEEE Xplore.  Restrictions apply. 



JI et al.: MAGVIEW++: DATA EXFILTRATION VIA CPU MAGNETIC SIGNALS UNDER VIDEO DECODING 2491

Fig. 7. Threshold tuning when receiving a preamble. Bth with minimum
preamble decoding BER is chosen.

If the above conditions are not met, Udesign is compared to
UP (0) and UI(QP i

crf ). If Udesign ≥ UI(QP i
crf ), then we use

scheme-I with QP = U−1
I (Udesign).1 Otherwise, if Udesign ≤

UP (0), then we use scheme-P withQP = U−1
P (Udesign). If not,

i.e., the case of (5) appears andUP (0) < Udesign < UI(QP i
crf ),

we prefer to use scheme-I with QP i
crf as I frame benefits the

video playing.

B. Transmission Design

In this section, the data frame design and data modulation
scheme are introduced. The data frame consists of the preamble
followed by the payload. The preamble field is used for synchro-
nization and parameter tuning.

1) Preamble Design: The preamble is used to synchronize
the receiver with the sender. For synchronization, a template
is generated and cross-correlation is performed on the received
magnetic signal on all X, Y, Z axis respectively. The axis with the
highest correlation coefficient peak is used for synchronization.
Besides synchronization purpose, in MagView++ the preamble
also serves as parameter tuning for the receiver to set the demod-
ulation threshold Bth, which is an important parameter in the
ASK modulation and introduced later.

Intuitively, the length of the preamble should guarantee
stable synchronization and accurate parameter estimation. In
MagView++, we empirically investigate and use a 37-bit-long
preamble followed by a 300-bit payload. The designed preamble
and parameter tuning process can be found in Fig. 7.

With a data frame consisting of the preamble, the payload and
FEC, we now introduce how to modulate the data frame on CPU
utilization changes.

2) ASK Modulation: Common digital modulation schemes
include amplitude-shift keying (ASK), frequency-shift keying
(FSK) and phase-shift keying (PSK). ASK uses different am-
plitudes to represent digits (or symbols), i.e., a high-amplitude
signal represents “1” and a low-amplitude signal for “0”.
MagView++ employs ASK modulation due to this property.

Specifically, we use 2-ASK which is the simplest ASK for
robust data transmission facing the weak magnetic signal with
ambient inference. In 2-ASK, we define two levels of CPU uti-
lization for each frame: the low-levelUl and the high-levelUh.Ul

1U−1
I (·) is the inverse function of UI(·).

equals to the CPU utilization under scheme-P (all other frames
are transformed into P frames) with QP automatically assigned
by the encoder, i.e., UP (QP i

crf ). For Uh, we let Uh = αUl.
Essentially, MagView++ makes use of the CPU utilization

margin to embed information. As a result, the available margin is
limited by the capacity of the CPU, the video itself (e.g., format
and size) as well as background applications that use the CPU.
Let Uback denote the sum of CPU utilization of the background
applications and Uvideo stand for the CPU utilization of the
video without re-encoding, then the margin of available CPU
utilization we can use is:

Umargin = 100%− Uback − Uvideo (6)

Actually, the CPU model of the device that plays the mali-
cious video is unknown and it is infeasible to estimate Uback.
Therefore, we can only estimate Uvideo according to Fig. 4 with
the knowledge of QP and assumptions about CPU types. The
background CPU utilization Uback is assumed to be a constant
value. This is reasonable in some scenarios such as surveillance
camera system where the computer mainly runs a displaying
task.

The encoder will choose an appropriate α to calculate Uh.
Then the encoder uses the Algorithm in Section IV-A3 to calcu-
late the frame type and QP to derive the designed CPU utilization
Udesign. In our implementation, we simply set α = 5 to ensure
sufficient discrimination between the magnetic signal emitted by
CPU module under Uh and Ul. On the receiver side, utilization
is decided by comparing with a threshold value of magnetic
induction intensity of the CPU module, i.e., Bth.

3) DSSS-like Bit Encoding: With the two levels Ul and Uh,
we can simply encode “1” and “0” on the two levels. However,
in practice, this is error-prone because CPU utilization changes
need a response time and it cannot change sharply. Therefore,
to minimize error and enhance robustness, we employ a DSSS-
like2 bit encoding scheme.

We encode a single bit with several sequential changes in CPU
utilization. Define the number of frames that represent a single
bit asTB , hereafter we name it to code element length. A littleTB

means a higher bit rate. However, the smaller the TB value, the
harder it is to distinguish it from the magnetic signal. Therefore,
we re-encoding the video by using differentTB values and found
that TB = 3 is the minumumn value at which “0” and “1” can
be distinguished from the received magnetic field signal.

To minimize the increase in video size and cpu utilization
caused by embedding sensitive information, we only change
the frame type and QP of one frame within TB frames. In other
words, we use “low-high-low” to encode “1” and “low-low-low”
for “0”. Low CPU utilization is preferred to keep the covert
channel stealthy. Fig. 8 shows an example of encoding bit with
the DSSS-like bit encoding scheme. The second row of Fig. 8
is the received raw signal shown in the first row. Note that the
high-frequency noises exist and a low pass filter should be used
to filter out the high-frequency noise.

2The word DSSS (Direct Sequence Spread Spectrum) means to encode a
symbol (4 bit) onto a 32-bit long sequence in 802.15.4 standard.
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Fig. 8. DSSS-like bit encoding scheme. “low-high-low” means “1” and “low-
low-low” stands for “0”.

4) Throughput Analysis: The principle of MagView++ is
to manipulate the computation of video frames to increase
the resulting CPU utilization when decoding. As MagView++
encodes bits on the granularity of the frame, thus its maximum
transmission speed is limited by the frame rate of a video,
denoted as FPS.

The transmission speed of MagView++ is also decided by
the number of available levels, denoted as Nlevel as well as the
DSSS-like encoding scheme, and we formulate it as:

SpeedL =
FPS × log2Nlevel

TB
. (7)

For example, in the current implementation, Nlevel=2,
TB=3, and FPS=30, the expected transmission speed is 10
bps. With a 37-bit long preamble and a 300-bit long payload, the
expected throughput is 8.9 bps. In Section. V, we demonstrate
that MagView++ can achieve this value with only 0.0057 BER
even when FEC is disabled.

C. Receiver Design

At the receiver side, signal pre-processing, preamble detection
and parameter tuning (magnetic induction intensity threshold
Bth for decoding) are designed.

The received magnetic signal is first pre-processed by a low
pass filter with a sliding window to filter out the high-frequency
noises. In our implementation, we choose to use a finite impulse
response low pass filter, with a cutoff frequency fc and an filter
order N to be determined. Fc determines the frequency range
of the retained signal, while N determines the slope of the
filter response curve. In current implementation, the frame rate
FPS = 30 and TB = 3. Therefore, the fundamental frequency
of the transmitted signal is 10 Hz. We adjust fc from 10 Hz and
choose an appropriate value of N to minimize the bit error rate
(BER) obtained by decoding on the same signal. Finally, we
choose fc = 15.7Hz and N = 3101. The signal after filtering
is depicted in the bottom row of Fig. 8.

Then cross-correlation is conducted between the filtered sig-
nal and the template along all three axes. The axis with the
highest correlation coefficient is chosen as the axis of the covert
channel signal.

Besides, parameter tuning is performed to derive a proper
Bth. Specifically, we increase the threshold value and decode
the preamble signal. With the increase of tested thresholds, the
resulting decoding BER is first decreasing to a minimum value
(e.g., 0) and then keeps stable and then increases, as is shown in
Fig. 7. Empirically, we choose the threshold value with minimum
BER.

V. EVALUATION OF MagView++ FOR SMARTPHONE

RECEIVERS

In this section, we first prototyped the Frame-type-and-QP-
based scheme of MagView++ for smartphone receivers to test
its overall performance and then evaluated the impact of different
factors.

A. Experiment Setup and Performance Summary

We utilize a real surveillance video [20] downloaded from
Youtube. The video is with 1920x1080 resolution, 30 fps, and
1642 kbps bit rate. For simplicity, we used x264 [17] to re-
encoded the video offline to embed sensitive information. It is
possible to online encode the video on a surveillance device
as the hardware performance continues to improve. During
the re-encoding process, Ul and Uh were 16.325% and 81.8%
respectively to ensure sufficient discrimination between the
magnetic signal emitted by the CPU module under Uh and
Ul. We embedded 1.5 Kb data into the video, and the bit rate
increased to 15130 kbps consequently. We used an iPhone 6 with
its built-in magnetometer to collect the magnetic signals from a
Dell E7440 laptop with Intel i5-4200U Processor, as shown in
Fig. 9(a).

Results. At the receiver side, after demodulation and decod-
ing, we calculated statistically the bit error of the transmitted
data. Results show that MagView++ can achieve the theoretical
8.9 bps with 0.0057 BER, which means that it takes only 15
seconds to transfer a 128-bit key.

B. Impact of Various Settings

In this subsection, we evaluated MagView++ for smartphone
receivers in various settings, including background applications,
transmitters, receivers, sender-receiver distances, video players,
and surroundings. Unless otherwise stated, the experiment setup
in Table III was used in all experiments. We also used a video
taken by iPhone 7P in the corridor with the same 1920x1080
resolution, 30 fps as the surveillance video from Youtube [20],
and 10594 kbps bit rate considering that the video is compressed
by Youtube and therefore it is different from its original version.
The metric we focused on was bit error rate (BER) instead
of transmission speed as a covert channel and therefore the
following experiments were all revealed by BER.

1) Background Application: In this experiment, Chrome,
Word, and Microsoft Terminal Server Connection (MSTSC)
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Fig. 9. Experiment setup of MagView++ for smartphone receivers under different scenarios. A video with embedded data is played on laptops or desktop PCs.
The magnetic signal emanated from the CPU module is collected by a smartphone with its built-in magnetometer.

TABLE III
THE FUNDAMENTAL SETTINGS IN THE EXPERIMENTS OF MagView++ FOR

SMARTPHONE RECEIVERS

TABLE IV
AVERAGE CPU UTILIZATION AND BER VERSUS DIFFERENT BACKGROUND

APPLICATIONS

were used as background applications considering they are
common working applications in an office computer. In the
“None” case, the video player was the only running application.
In the “Chrome” case, ten tabs of different news sites were
opened. In the “Word” case, five Word windows were opened
and each contains at least one page of content. In the “MSTSC”
case, the computer as the transmitter was connected to another
computer by MSTSC. And in the “ALL” case, all of the above
background applications are running simultaneously to mimic
a real application scenario. We used psutil [21] to record the
total CPU utilization Utotal and the CPU utilization of the video
player Uplayer, then the CPU utilization of the background
application was Uback = Utotal − Uplayer. Table IV shows the
results. The BER increases a little when there is some back-
ground application. However, compared to the situation where
there is no background application, the performances are still
good with BER all lower than 0.05, which is in line with the
expectation of the experiment. It has to be said that high CPU

utilization processes such as other video playing, decompression
operations, etc. can cause MagView to fail, but this is not often
the case when the video is playing in the foreground.

2) Transmitter: We used 9 different computers as transmit-
ters to test their influence on BER, which were DELL e7440
(i5-4200U), DELL xps14 (i7-3537U), DELL xps13 (i5-6300U),
Lenovo g40 (i5-5200U), Lenovo Zhaoyang g42-80 (i3-7100U),
Lenovo r720 (i5-7300H), Dell inspiring 14 (i5-8250U), PC1
(i5-8400), PC2 (i5-3470T) respectively. The experimental setup
of PC1 is shown in Fig. 9(c). We respectively found a relatively
better location to set the receiver so that the receiver could
record strong signals for each computer. The results are shown
inFig. 10. Except for the two desktop computers PC1 and PC2,
the BERs for all other computers are lower than 0.1. One of
the explanations of the desktop case is that the distance from
the receiver to the CPU is larger than that of the laptop cases.
Nevertheless, the BER of the two desktop PCs can be reduced
to below 0.03 by using Hamming FEC with alphabet size r = 2,
at the cost of a bit rate decrease to 3.0 bps.

3) Receiver: We used 6 smartphones, 1 smartwatch and a
data acquisition (DAQ) device [22] connected with a low-cost
DRV425 [23] magnetic sensor as the receivers to record the
magnetic signals. The DAQ device gains high sampling rate
(200 kHz) than others. The results are shown in Fig. 11. Except
for iPhone 7P and Vivo, smartphones work well with the BER
lower than 0.1. The reason why Vivo has a poor performance,
as we infer, is that the sampling points are uneven. The DAQ
receiver demonstrates the lowest BER due to its high sampling
rate. In addition, Huawei Watch 2 has a good performance with a
BER of 0.02, which shows the feasibility of using a smartwatch
to launch an attack.

4) Sender-receiver Distance: As we mentioned above, dis-
tances between the receiver and the CPU can make a difference
to the results, so we put the receiver (the iPhone 6) at different
distances from the transmitter where the malicious video is
played. The results in Fig. 13 show low BER when the distance
is below a value, say 6 cm with BER lower than 0.1. Moreover,
we put the iPhone 6 under the transmitter computer separated
by a wooden shelf as shown in Fig. 9(c), in which situation the
distance between the iPhone 6 and the bottom of the transmitter
is about 4 cm with 0.065 BER. This illustrates that wooden
shielding has little influence on magnetic signals. Even though
the distance is relatively short in the current implementation,
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Fig. 10. BER versus different transmitters. Fig. 11. BER versus different receivers. Fig. 12. BER versus different surroundings.

Fig. 13. BER versus different distances.

TABLE V
BER VERSUS DIFFERENT VIDEO PLAYERS

we believe it can be extended by a dedicated device with more
sensitive sensor and provide a theoretical analysis in the Discus-
sion Section.

5) Video Player: We selected 12 common video players as
shown in Table V and installed them on the DELL E7440 Laptop.
Of the 12 video players, 8 video players use software-based
decoding method (SW) by default while the remaining 4 video
players use hardware-based decoding method (HW) by default.
We tested all the 12 video players with the malicious video
encoded by the ASK modulation and the results are shown in
Table V. “N/A” means that the video player does not has the
corresponding decoding mode. Results show that when using
software decoding, the BER of all video players is lower than
0.025. It can be inferred that the different performance between
video players is due to additional computing tasks such as
playlist collection or video playback optimization. However,
when using hardware decoding, none of the players support
the information transfer using the Frame-type-and-QP-based
scheme (marked as “failed”). This is because the power con-
sumption of hardware decoding is so low that the change of
CPU magnetic field cannot be resolved. Therefore the embedded
information cannot be extracted.

Fig. 14. Experiment setup for different surroundings. An electric appliance is
placed next to the receiver, i.e., the smartphone, to test the impact of surrounding
devices.

6) Surroundings: To investigate the performance in real ap-
plication scenarios, we tested MagView++ in six different
surroundings as shown in Fig. 14, including (a) no adjacent
device, (b) a fan nearby, (c) a laptop nearby playing a video, (d) a
router nearby, (e) a speaker nearby and (f) a real office scenario
with a desktop computer under a desk and an air conditioner
above. The BERs in all scenarios are no more than 0.003 as
shown in Fig. 12, which means there is no significant effect of
adjacent devices on the BER of MagView++. The reason is that
the strength of the low-frequency magnetic signals is inversely
proportional to the distance (1/r3) from the device [24], which
leads to little impact on the surrounding devices.

VI. DESIGN OF MagView++ FOR DEDICATED RECEIVERS

In this section, we present the design of MagView++ for
dedicate receivers with high sampling rates. Different from the
sampling rate on smartphones, e.g., 100 Hz, a device with 10 kHz
sampling rate can record the CPU magnetic waveform of each
video frame decoding. Therefore, more detailed features of the
CPU magnetic field can be captured. The overall design of
MagView++ for dedicated receivers is shown in Fig. 3. For
an original video, MagView++ first changes the timestamp of
each frame to achieve two different timestamp offset levels, i.e.,
“nT +D” and “nT −D”, and then uses the two levels to embed
and modulate the sensitive information into video frames.

A. Frame Display Time Control

1) Variable Frame Rate Supports Frame Timestamp
Changing: Constant frame rate (CFR) video uses a timer to
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Fig. 15. Video frame rate versus screen refresh rate.

display each video frame, and the period of the timer is fixed.
For example, a 30 fps video plays 30 frames evenly in one
second. On the contrary, variable frame rate (VFR) allows for the
frame rate to change actively during video playback [25]. VFR is
especially useful for creating videos of slideshow presentations,
videos with large amounts of completely static frames, or if the
video contains a combination of 24/25/30/50/60 FPS footages
and the creator or editor of the video wishes to avoid artifacts
arising from framerate-conversion [25]. To achieve VFR, each
video frame has a timestamp, and the video player uses the
timestamp to determine the moment at which each frame is
displayed. In Section II-A we mentioned that the moment of
decoding another video frame is determined by the moment of
the video frame playing in the queue. This allows embedding
sensitive information into the timestamps of video frames.

2) Using Different Timestamp Offset to Embed Data: Sup-
posing that the original video has a frame rate of FPS , then
the distance between two frames is T = 1

FPS
. We create two

offset levels for data embedding: nT +D and nT −D, where
nT is the display time of frame n, D is the offset, and D < 2

T .
Then, we use the two offset levels to embed information as Pulse
Position Modulation (PPM). Specifically, we use a frame with
display time t = nT +D to represent a “1” bit, and use a frame
with display time t = nT −D to present a “0” bit.

3) Invisibility of the Timestamp-based Scheme: To ensure
the invisibility of the information transmission, we investigated
whether adding an offset to the timestamp of the frame would
be reflected in the viewing effect of the video. We first did
a theoretical analysis and found that changing the timestamp
might have a small probability of causing frame loss. Then, we
experimented and proved that the conclusion of the theoretical
analysis was correct. At last, we did a user study and found
that most of the volunteers felt that the video with information
embedded was not different from the original video.

Theoretical Analysis. Fig. 15 demonstrates the cause of video
frame loss. The solid black line represents the moment when
the video is decoded, which is determined by the timestamp.
The blue dashed line represents the moment when the monitor
displays a frame. By changing the moment when each frame is
displayed, the frames of the video that are displayed evenly will
become uneven, with some frames being brought forward and
others delayed. However, the monitor’s refresh rate is constant,
and typically the refresh rate is 60 Hz. When the video player
needs to display a frame, it first sent the frame to be displayed to
the buffer of the monitor. When the monitor refreshes, it takes
the frame from the buffer and displays the frame. Therefore, if
there are two frames generated between two frames displayed

on the monitor, i.e., two solid black lines appear in the middle of
the two blue dashed lines, only the later generated frame will be
displayed and the earlier generated frame will be discarded. Note
that the differences between the moment when video playback
starts and the moment when the monitor refreshes are random.
When the uniformly distributed blue dashed line falls into the
green area, the timestamp offset of frames does not affect the
video playback. On the contrary, when the blue dashed line falls
into the red area, the frame represented as a “1” before the frame
represented as a “0” will be discarded.

We useT to represent the time between the video start playing
and the display refresh, and T ∈ (0, 1

R ), where R is the refresh
rate of the monitor. We suppose that the distribution of T is
uniformly distributed, i.e., it is equally likely to start playing at
any time. Denote the probability of frame discarding as P , then
we have

P = P (10) · 2D ·R =
1

2
DR, (8)

where P (10) is the probability of bit “10” occurrences and
P (10) = 0.25. For example, when R = 60 fps, D = 3ms, the
probability of frame discarding is 9%, which is acceptable as
insufficient CPU computing capacity can also cause frame loss.

Note that the above analysis are based-on the assumption
that the video player does not use frame-skipping or delaying
techniques to improve the playback performance. Both frame-
skipping and delaying will make the Timestamp-based scheme
fail.

Verified by Video Recording. We conduct an experiment to
verify this model. We generate 10 pictures with numbers 0-9
respectively. Then, we take each image as a frame and combine
them into a video. Therefore, the numbers 0 to 9 loop through
the video. We set the frame rate of the video as 60 fps. Then,
we embed random information in the video with D = 3ms
respectively. We play the video 10 times using a monitor with
60 Hz refresh rate and using an iPhone 12’s 240 fps camera to
decode what the monitor shows. The numbers of the lost frame
and the total frame of each trace are 7/32, 0/33, 6/33, 0/33, 4/32,
8/31, 0/33, 10/34, 0/34, 0/33, respectively, and the average frame
losing rate is 10.7034%. This result is close to the 9% frame
loss rate that we theoretically calculated, verifying the correct-
ness of the above theoretical analysis. Note that video frame loss
may occur on a normal video when CPU computing resources
are occupied by other applications or the video decoding is too
computationally intensive. Therefore, we believe most people
will not suspect the video is malicious, and we did a user study
to prove it.

Verified by User Study. To verify that the frame loss has no
significant effect on the view, we conduct a user study with 44
volunteers. We follow the local regulations to protect the rights
of human participants despite the absence of the Institutional
Review Board (IRB). We select 3 different videos with different
FPS, i.e., 24 fps, 30 fps, and 60 fps respectively. For each video,
we let the volunteer view an original video and video embedded
data using offset D = 3ms. Taking video The Hobbit as an
example, 4 out of 44 persons said that the original video and
the video with data embedded were different. However, only 2
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Fig. 16. Data Frame of Timestamp-based Scheme.

Fig. 17. Magnetic field waveform of the PPM. The rising edge of a frame
coded “1” appears later than that of a frame coded “0”.

out of the 4 persons correctly identified the original video. The
4 persons all said that the difference between the 2 videos was
lag. Note that even though the video is somewhat lagging, the
victim may think the lag is coming from other reasons such as
insufficient CPU performance. Therefore, we conclude that the
Timestamp-based Scheme is implicit.

B. Transmission Design

Fig. 16 shows the data frame design of Timestamp-based
Scheme. The data frame contains a 37-bit preamble frame, a
50-bit training frame, and a 2950-bit data frame. Among them,
the first 37 bits of the training frame are shared with the preamble
frame. The preamble is used to synchronize the receiver with
the sender, while the training frame is used to train an arbiter for
further decoding the data frame.

1) Preamble and Training Frame Design: Similar to the
Frame-type-and-QP-based scheme, the preamble is used to syn-
chronize the receiver with the sender. We use the same 37 bits
as that used in Frame-type-and-QP-based Scheme. A template
is generated and cross-correlation is performed on the received
magnetic signal.

For the receiver to be able to distinguish between bit “0” and
“1”, we design a 50-bit long training frame, where the first 37
bits are reused in the preamble. The length of the training frame
is a trade-off between the robustness of the receiver training and
the transmission efficiency.

2) Pulse Position Modulation: By changing the timestamp of
each frame, the time at which the CPU decodes that frame can be
changed. The magnetic waveform for decoding each frame can
be seen as a pulse, and thus the information can be encoded using
Pulse Position Modulation (PPM). As is stated in Section VI-A2,
we have two timestamp offsets, i.e.,+D and−D. We use+D to
represent a “1” and use −D to represent a “0”. Therefore, each
frame of a video can carry a bit of information. Fig. 17 shows
the magnetic induction intensity near the CPU when PPM is
adopted. We can see that frames encoded as “1” are decoded
later, while frames encoded as 0 are decoded earlier.

Supposing that the bit rate of Timestamp-based Scheme is
SpeedH , then we have:

SpeedH =
2950

3000
FPS. (9)

For example, if the frame rate FPS = 60, the bit rate is 59 bps.
By using dedicated receivers with higher sampling rates, the bit
rate of Timestamp-based Scheme is more than 6 times the bit
rate of Frame-type-and-QP-based Scheme.

C. Receiver Design

We used a low-cost data acquisition (DAQ) device (less than
$100) [26] connected with a DRV425 [23] magnetic sensor (less
than $30) as the receiver to record the magnetic signals. The
sampling rate of the DAQ device is set to 10 kHz, which is
enough for the Timestamp-based scheme. The receiver first uses
a sliding window combined with cross-correlation with the tem-
plate preamble sequence, and regards the point corresponding
to the maximum cross-correlation value as the starting point of
the transmission sequence.

Then, the receiver uses the training frame to train an arbiter for
further decoding the transmitted “0”s and “1”s. Supposing that
the start time of the first bit “1” is Tstart, we segment the mag-
netic sequence as

[
Tstart − 2D + k−1

FPS , Tstart − 2D + k
FPS

)
,

where k = 1, 2, ..., 3000. The first 50 traces are used for training
a classifier, and then we use the classifier to classify the remain-
ing 2950 traces. Because the difference between bit “0” and bit
“1” lies at the moment when high CPU utilization occurs, that
is, the energy distribution is different, we use “energy ratio by
chunks” as the feature to classify the traces. Specifically, we first
normalize the sequence into [0, 1]. Then, we evenly divide the
trace into 10 pieces and calculate the ratio of the sum of squares
of each piece to the total sum of squares. This gives each trace
10 features that can be used for classification. We use Support
Vector Machine (SVM) as a two-class classifier to classify each
received bit.

VII. EVALUATION OF MagView++ FOR DEDICATED

RECEIVERS

In this section, we first prototypedMagView++ for dedicated
receivers with the Timestamp-based scheme to test its overall
performance, and then evaluated the impact of various factors.

A. Experiment Setup and Performance Summary

We utilize a real surveillance video [27] download from
Youtube. The video is with 1280x720 resolution, 60 fps, and
5942 kbps bit rate. For simplicity, we used mkvtoolnix to modify
the timestamp of each frame to embed sensitive information. It
is possible to online encode the video on surveillance devices
as modifying the timestamp does not require the computation
of video encoding and decoding. We used offset D = 3ms and
embedded 2.95 Kb data into the 1 min video for five times.
During this process, the bit rate of the video does not change.
We use DRV425 magnetic sensor [23] and Art Technology
USB3200 data acquisition device [26] to collect the magnetic
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Fig. 18. Experimental setup of MagView++ for dedicated receivers. A video
with embedded data is played on laptops or desktop PCs. The magnetic signal
emanated from the CPU module is collected by a data acquisition device (DAQ)
with a magnetic sensor.

TABLE VI
THE FUNDAMENTAL SETTINGS IN THE EXPERIMENTS OF MagView++ FOR

DEDICATED RECEIVERS

signals from a Thinkpad X395 laptop with AMD Ryzen 7 3700U
Processor, as shown in Fig. 18.

Results. At the receiver side, after demodulation and de-
coding, we calculated statistically the bit error rate (BER) of
the transmitted data. Results show that the Timestamp-based
scheme can achieve the theoretical 59 bps with 0.0025 average
BER.

B. Impact of Various Settings

In this subsection, we evaluated MagView++ for dedicated
devices with Timestamp-based scheme in various settings, in-
cluding video contents, frame rates, transmitters, video players,
and sender-receiver distances. Unless otherwise stated, the ex-
periment setup in Table VI was used in all experiments. The
metric we used for Timestamp-based Scheme is also the BER.

1) Timestamp Offset: We used 1 ms to 5 ms offset to encode
data into the video according to Table VI. The selection of offset
D is a trade-off. A small offset means that the frame losing rate
of encoded video can be smaller according to Equ. 8, resulting
in higher invisibility. However, A small offset will result in a
larger BER as it is difficult to distinguish “0” and “1”. On
the contrary, A larger offset means a higher frame losing rate
and lower BER.Fig. 19 shows the results. The receiver failed
to decode the transmitted data when D = 1ms, and the BER
is high at D = 2ms. When D ≥ 3ms, the BER is acceptable.
Therefore, we choose D = 3ms in Timestamp-based Scheme
to encode data into videos.

2) Frame Rate: We re-rendered the video in Table VI to 24
fps, 30 fps, and 50 fps respectively to encode data. The timestamp
offset D of the videos are 7.5 ms, 6 ms, and 3.6 ms respectively,
ensuring that the offset is constant in proportion to the length
of a frame. Since the length of the video remains the same (1
min), the bits of data to be transmitted are 1200, 1500, and 2500
bits respectively. We compare the bit error rates of the three re-
rendered videos with the original 60-frame video, and the results
are shown in Fig. 22, where the BERs are all below 0.0025. In
general, the higher the frame rate, the higher the BER tends to
be. Since MagView++ can be interfered by other processes,
the BER has a certain randomness. We also test the BER for a
120 Hz video but the magnetic signal cannot be decoded, this is
because some video frames cannot be decoded on time due to
the insufficient computing power of video decoding.

3) Video Contents: We select 5 videos to evaluate
Timestamp-based Scheme on different video contents. The No.1
video is the surveillance video in Table VI. The video numbered
2-5 were downloaded from Youtube, which are No.2: a video
taken by a smartphone, No.3: a Movie, No.4: Game live, and
No.5: Sports highlights. All the 5 videos are 60 fps, and the
resolution are all adjusted to 1280x720 to be consistent. We
took the first 1 min of all the videos for data embedding. Fig. 21
shows that the BERs of all 5 video types are lower than 0.015,
this means that the Timestamp-based scheme supports various
types of video contents. The result also shows that the BERs of
the Game live video and the Sports highlights video are higher
than others. To explain this phenomenon, we further analyze
the location in the video where the error code occurs and find
that when there is a large fluctuation in the bit rate of the video,
such as when a still frame suddenly becomes a moving frame,
its magnetic field waveform also changes, making the trained
classifier unable to classify correctly resulting in error bits.

4) Transmitter: We used 5 different computers as transmit-
ters to test their influences to BER, which were Dell Latitude
E7440 (i5-4200U), Thinkpad X395 (Ryzen7-3700U), Lenovo
Xiaoxin Air 15 (Ryzen7-4800U), Thinkpad X1 Carbon (i7-
1135G7), and a PC (i5-3470T). For each computer, we placed
the magnetic sensor where the magnetic field signal of the CPU
was strongest and did not open the case of the PC. The results
are shown in Fig. 23. Except for the PC, the BERs for all other
computers are lower than 0.05. We believe the performance of
the PC can be improved by using a DAQ with a higher resolution
DAC inside.

5) Video Player: We use 12 different video players that are
same as those in Section V-B5 to play the malicious video
encoded with the Timestamp-based scheme. As shown in Ta-
ble VII, we test the BER of the Timestamp-based scheme on
all the 12 video players with hardware decoding (marked with
HW) and software decoding (marked with SW) respectively.
The experimental setup except for the video player is according
to Table VI. “N/A” means that the video player does not has
the corresponding decoding mode. “*” means that due to the
slow decoding speed of the video player, there will be a delay in
decoding a video with 60 fps, so a video with 30 fps is used for
evaluation. The results show that when using software decoding,
the BERs of most video players are less than 0.05. However,
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Fig. 19. BER versus dif-
ferent offsets.

Fig. 20. BER versus dif-
ferent distances.

Fig. 21. BER versus dif-
ferent video content.

Fig. 22. BER versus dif-
ferent frame rates.

Fig. 23. BER versus dif-
ferent transmitters.

TABLE VII
BER VERSUS DIFFERENT VIDEO PLAYERS

the transmission fails when using VLC Player, QQ Player, and
Baofeng. This is because these video players do not decode
frames according to the timestamps. When using hardware de-
coding, the BER increases significantly or even the transmission
fails. The reason is that when hardware decoding is used, most of
the decoding tasks are calculated by GPU, and only a few tasks
are calculated by CPU that contributes to the CPU magnetic
field. As a result, the transmission can still be performed but
with an elevated BER due to the reduced signal-to-noise ratio
(SNR). In addition, the BER varies from player to player due to
the existence of different additional video screen optimization
calculations running on different video players.

6) Sender-Receiver Distance: As we mentioned above, dis-
tances between the receiver and the CPU can make a difference
to the results, so we put the receiver (the DAQ with DRV425
magnetic sensor) at different distances from the transmitter
where the malicious video is played. The results in Fig. 20 show
that when the distance is below a value, say 4 cm with BER lower
than 0.1. Different from Frame-type-and-QP-based Scheme, in
Timestamp-based Scheme the BER rapidly increases to 50%
after 4 cm. This is because the precision of the DAQ we used is
only 12 bit while the precision of the iPhone 6 is 16 bit, and when
the distance is greater than 4 cm, the high level and low level
of the magnetic signal cannot be distinguished. Therefore, the
magnetic signal cannot be synchronized. We believe the distance
can be extended by using a more accurate DAQ and provide a
theoretical analysis in the Discussion Section.

VIII. TRANSMISSION ERROR ELIMINATION

Transmission errors can be eliminated by re-transmission,
which is a common solution in most communication systems.

Fig. 24. Bit error rate without or with FEC.

Re-transmission is infeasible because the magnetic covert chan-
nel is one way, i.e., communication only from the high-security
party to a lower one (attacker).

In MagView++, we exploit a forward error correction (FEC)
[29] to control the errors in data transmission at the cost of
redundancy brought by the error-correcting code (ECC). The
ECC tolerates a limited number of errors and corrects them
instead of re-transmission. We implement ECC with Hamming
code [30], which is a linear error-correcting code and can correct
one-bit error in each block, without detection of uncorrected
errors.

Hamming code takes 2r − 1 bits as a block, where 2r − 1− r
bits are information and r bits are error correcting codes. We
implement Hamming FEC with r = 4 and n = 15 on both
two schemes to achieve a trade-off between the BER and the
transmission rate. We use the experiment setup in Tables III and
VI respectively. We delete some information bits to add FEC bits
while keeping the total number of bits to be constant. Then we
re-encode the video, play the video, and receive the transmitted
bits. For each MagView++ scheme, we repeat the experiments
five times. The results are shown in Figs. 24(a) and (b). With
FEC, the bit rates of the two schemes decreased from 8.9 bps and
59 bps to 6.53 bps and 43.27 bps, respectively, while the bit error
rates of the two schemes decreased from 0.0057 and 0.0025 to
0.00066 and 0.000369, respectively. Although the ideal bit error
rate is not achieved because the errors are not uniform, with FEC
the BER is almost less than 1/6 of the BER without FEC.

IX. DISCUSSION

A. Countermeasures

MagView++ can be defended in several ways. The simplest
way is to re-encoding the videos, but this will result in extra
computational overhead. Besides, an organization can do the
following.
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1) Shielding and Physical Isolation: Security-aware organi-
zations may shield the high secure computers from emitting
electromagnetic signals. For instance, a Faraday cage can pre-
vent the leakage of electromagnetic signals emanating from
various computer parts including the CPU, memory, and other
parts. However, the signal of the magnetic covert channel is
low-frequency magnetic signal and can penetrate the Faraday
cage [8], [9]. Consequently, the security-aware organizations
should shield the computers with thicker metal surfaces [31] as
well as extend the distance. Also, they can physically isolate the
computers to eliminate physical access from attackers to receive
the magnetic signals.

2) Anomaly Detection: An anomaly detection system can be
used to detect the abnormal operation of computers. Common
anomaly detection systems use both software-based [32] and
side-channel-based [33], [34], [35] detection to monitor the
CPU workload or network traffic. In principle, MagView++
can be stealthy as it hides information in a natural task of
video decoding. Moreover, as the video traffic will increase
when moving objects are in the video, it is difficult to detect
MagView++ by network traffic. More powerful agents may
exploit specially-designed, a machine-learning-based classifi-
cation that models the video decoding process. For example, a
neural network suitable for time series classification can be used,
such as LSTM, to implement a binary classifier that detects the
presence of malicious transmission by monitoring the real-time
CPU utilization and video traffic. Under this circumstance,
minor CPU changes and network traffic may be detected.

B. Limitations

As low SNR and low data rates are normally the characteristics
of covert channels [36], the 8.9 bps data rate of MagView++ for
smartphone receivers and the 59 bps data rate of MagView++
for dedicated receivers are acceptable. Apart from this, there
are several limitations of MagView++. First, the transmitter-
receiver distance is limited. Under the settings in Section V
and Section VII, we achieve 0.1 BER at 6 cm using iPhone
6 and 0.006 BER at 4 cm using a DAQ device respectively. The
distance is actually short for practical attacks unless the attackers
can get very close to the attacked computers. Nevertheless, we
envision that a larger distance can be achieved by devices with
more powerful magnetic sensors. Besides, we can increase the
CPU change to enlarge the transmitted signal strength. Second,
Frame-type-and-QP-based Scheme increases video size which
occupies more storage and network bandwidth. However, this
issue has been solved in Timestamp-based Scheme. Third, when
using hardware decoding, MagView++ will fail on all video
players with the Frame-type-and-QP-based Scheme and a few
video players with the Timestamp-based Scheme. However, in
order to ensure compatibility, third-party players usually use
software decoding by default. In addition, the player comes with
the system, such as the Movie & TV player (Windows 10) does
not support decoding H.265 (HEVC) videos, which are widely
used in surveillance cameras and are supported byMagView++.
Therefore, MagView++ is still available in most cases.

C. Analysis for Distance Improvement

To understand the feasibility of enhancing the transmission
distance of MagView++, we quantitatively analyze the influ-
encing factors including CPU change rate, CPU thermal design
power (TDP), Sensor sampling rate, and sensor sensitivity.

CPU change rate directly determines the strength of the
generated magnetic field. According to the conclusion in Sec-
tion II-B, the distance r is proportional to third power of the
current i, i.e., r ∝ √

3I , while the current is positive correlated
to the CPU change rate UH − UL. For the sake of simplicity,
we approximately have r ∝ √

3UH − UL. However, since the
maximum CPU change rate is 100%, the distance cannot be
enlarge indefinitely.

CPU thermal design power (TDP) is another factor that de-
termines the strength of the generated magnetic field, which can
also be calculated as r ∝ 3

√
PTDP , where PTDP is the TDP of

the CPU, indicating the long full power consumption limitation.
Sensor sampling rate: when the sensor sampling rate is suf-

ficient, i.e., 100 Hz for the Frame-type-and-QP-based scheme
and 10 kHz for the Timestamp-based scheme, increasing the
sampling rate will not increase the attack range. This is because
the dominated limiting condition in this case is the sensor
sensitivity.

Sensor sensitivity: supposing that the signal can be correctly
decoded only if the high level signal and the low level signal
are certain counts away from each other, we have r ∝ 3

√
2(ks),

where k is the sensor sensitivity. For example, the sensor used
in the evaluation of the Timestamp-based scheme is a 12-bit
sensitivity sensor, i.e., k = 12, and the attack range is 4 cm. So
it can be inferred that when k = 24, the attack range can be
extended to 64 cm.

X. RELATED WORK

A. Covert Channels

Covert Channel is defined as the channel that is not intended
for information transfer at all but leaks sensitive data [5]. Ac-
cording to the physical forms of signals, covert channels can be
divided into acoustic covert channels, optical covert channels,
voltage/current covert channels, electromagnetic covert chan-
nels, and thermal covert channels.

Acoustic Covert Channels. Electronic devices may produce
acoustic noises while operating. Guri et al. [37] propose to
control the movement of the drive arm of a mechanical hard
disk to produce sound at specific audio frequencies, and thus
embed data into the sound. Likewise, they use the noise of
computer fans to exfiltrate data by controlling the fan speed [38].
In addition, they exploit the phenomenon that capacitors and
inductors in computer power supplies can produce sound, and
control the sound by controlling the CPU load to achieve data
exfiltration [39].

Optical Covert Channels. The Light Emitting Diodes (LEDs)
on the device can be used to exfiltrate data from air-gapped
networks. The data can be encoded by brightness and hue
controlling [40] as well as on-off controlling [41].

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on May 10,2025 at 17:25:08 UTC from IEEE Xplore.  Restrictions apply. 



2500 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 3, MARCH 2024

Alterations to the video frame are not perceptible to human
eye due to visual holdover effect can also hide information [42].
However, the information needs to be received by camera shots,
which is not allowed in some high-security organizations.

Voltage/Current Covert Channels. The voltage and current
on the power line vary with the power consumption of the
device, so by running different programs on the device it is
possible to embed the information. Existing voltage covert chan-
nels including cross-FPGA (Field Programmable Gate Array)
covert channels [43], cross-room computer-power outlet covert
channels [44], and covert channels between CPU cores [45].
For current covert channels, Spolaor et al [46] propose to use
the USB cable current to build a covert channel from the phone
to the charger.

Electromagnetic Covert Channels. This type of covert channel
can be divided into two categories according to the wavelength of
electromagnetic waves: near-field (within one wavelength) and
far-field (greater than one wavelength) [47]. For near-field elec-
tromagnetic covert channels, Guri et al. [8], [9] and Pan et al. [48]
propose to change the CPU magnetic field by controlling the
CPU load to exfiltrate data. The magnetic field source can
also be power supplies [49] and mechanical hard drives [16].
Matyunin et al. [50] proposed an inner device covert channel
that an attacker changes video frame type and resolution to
control the magnetic field generated by the CPU, and there-
fore by using built-in magnetometer to achieve an App-to-App
covert channel. For far-field electromagnetic covert channels,
the electromagnetic field source can be USB interfaces [51] and
computer memory bus [52], etc.

Thermal Covert Channels. Guri et al. [53] propose a cross-
computer covert channel based on the heat generated by a
computer and the temperature sensors on another computer.
Although the transmission rate of the thermal covert channel
channel is slow, i.e., up to 8 bit in 1 hour, and the transmission
distance is only up to 40 cm, it is still possible to exfiltrate short
sensitive information from the air-gapped network during a long
period.

Summary. Although existing covert channels can achieve
good distance and transmission rate, they all require direct
control of signal emitting, e.g., controlling the CPU load to
control the magnetic signals. Therefore, the malware for signal
controlling may be detected by security software. In addition,
the device that implants the malware and the device that leaks
the data must be the same devices, which limits the feasibility of
the attack. MagView++ addresses the two issues by hiding the
signal controlling process into video playing and exploiting the
ability of the video to propagate though the intranet to achieving
a distributed covert channel. Compared with existing covert
channels, MagView++ has better stealth and implementability.

B. Other Attacks Exploiting Physical Signals

Key Extraction Attacks. The power consumption of electronic
devices can be used to extract the encryption keys. Existing
power analysis methods include simple power analysis (SPA),
differential power analysis (DPA), template attack (TA), and

correlation power analysis (CPA) [54]. Recently, the physical
signals unintentionally generated by electronic devices, such as
acoustic signals, electromagnetic signals, etc., are used to extract
the encryption keys in a non-intrusive and long-distance manner.
Genkin et al. [55] propose a simple power analysis method based
on the acoustic signals emitted by capacitors and inductors in
the circuit of the encryption devices and recover a full 4096-bit
RSA key within 10 meters. Camurati et al. [56] propose an key
extraction attack based on electromagnetic signals and achieve
full key extraction of an AES-128 implementation at a distance
of 10 m.

Information Inference Attacks. The physical signals unin-
tended generated by electronic devices can also be used for an in-
formation inference attack. Genkin et al. [57] propose an screen
content inference attack based on the acoustic signals generated
by the screen circuits. The content displayed on the screen is usu-
ally displayed in progressive scan, and the difference in display
content will result in different ultrasonic waves generated by the
screen circuits. Therefore, the screen contents can be inferred
using supervised learning methods. Likewise, the screen content
can be inferred via electromagnetic signals [58]. Nassi et al. [59]
propose an speech inference attack, using the brightness of the
power indicator LED to recover the acoustic signal generated by
the target speaker. Similarly, Choi et al. [60] propose to use the
electromagnetic signals generated by the power supply module
on a Mixed-signal System-on-a-chip to achieve speech recovery.
Zhu et al. [61] and Cheng et al. [62] propose to use CPU magnetic
signals to infer the application launched on the target computer.
The same attack can be achieved with power factor correction
signals in the room’s power supply lines [63].

Sensor Attacks. In addition to exploiting signals uninten-
tionally generated by the device, physical signals can be in-
jected into sensors on the devices to achieve sensor attacks.
Trippel et al. [64] and Tu et al. [65] show the feasibility to
inject signals accelerometers using ultrasound. Ji et al. [66]
show that the signal injected into inertial sensors in camera
anti-shake device can cause errors in image recognition systems.
Zhang et al. and Yan et al. [67], [68] inject inaudible voice
command into microphones using ultrasound exploiting the
non-linearity of microphones. Furthermore, Ji et al. [69] exploit
inverse piezoelectric effect of ceramic capacitors to generate the
inaudible voice command through capacitors.

C. Enhancement Compared to MagView

The enhancement compared to MagView [70] is shown in
Table VIII. First, the transmission rate is significantly improved
from 8.9 bps to 59 bps, as we propose a new encoding scheme,
i.e., the Timestamp-based scheme. Second, we evaluated the
performance of both the Frame-type-and-QP-based scheme and
the Timestamp-based scheme on various video players, and
found that both schemes performed well when using software
decoding. When using hardware decoding, the Frame-type-and-
QP-based scheme failed but the Timestamp-based scheme could
still transmit data on some video players. Third, we imple-
mented and evaluated the forward error correction (FEC) on
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TABLE VIII
ENHANCEMENT COMPARED TO MagView

both schemes. The results show that the BER can be reduced to
around 1/6 of the original, while the transmission rate is only
reduced to 73.3% of the original.

XI. CONCLUSION

In this article, we propose a magnetic covert channel, which
hides the data transmission in normal video playing tasks. In-
stead of controlling the CPU workload directly, MagView++
utilizes video as a medium to embed, transfer and finally leak
the sensitive data via CPU magnetic field. Therefore, the sen-
sitive data can be distributed with the video spread through the
Intranet and played on any computer. MagView++ is stealthy
as it hides CPU utilization changes in video decoding tasks,
not influencing on the original video images. We design two
data embedding schemes including a Frame-type-and-QP-based
scheme used for smartphone receivers and a Timestamp-based
scheme used for dedicated receivers to embed data into CPU
utilization changes. We evaluate MagView++ under various
settings including videos, device types, distances, background
APPs, video players, and surroundings. When using smart-
phone receivers,MagView++ achieves up to 8.9 bps throughput
with BER as low as 0.0057, while using dedicated receivers
MagView++ achieves up to 59 bps throughput with BER as low
as 0.0025. By using FEC, the BER of two schemes can further
reduced to 1/6 of the original, at the cost of 23.7% loss of the
throughput.
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